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Introduction

Radiation therapy has been used for the treatment of all stages of localized breast cancer. Breast

conservation with lumpectomy followed by radiation (BCT) has proven to be effective for early stage

(TI - T2) patients. This project is aimed at exploring energy- and intensity-modulated electron beams

to deliver optimized conformal radiotherapy dose distributions that closely match the target volume

and minimize the dose to critical normal structures. The specific aims are (1) to characterize electron

beams from Helium-filled accelerators, (2) to develop optimization algorithms for energy- and

intensity- modulated radiotherapy (EIMRT) using these electron beams, (3) to verify these optimized

dose distributions using the Monte Carlo simulation technique, and (4) to compare the optimized dose

plans obtained by EIMRT with conventional treatment plans and those obtained by photon intensity-

modulated radiotherapy (IMRT).

Body

Photon beams have been an effective modality for breast cancer treatment in radiation therapy while

electron beam are occasionally used for a boost dose when the photon beams are intentionally placed

to miss part of the target in order to reduce the dose to the lung and heart. Although such conventional

treatment with tangential photon fields has been successful. The following problems (or potential areas

of improvement) remain: (1) the inclusion of the lung and sometimes of a small volume of the heart in

the high-dose volume due to tumor location, patient size or in the case of chest-wall treatments; (2)

lower dose near the skin surface due to lack of electron build-up in a photon beam; and (3) high exit or

scatter dose to the normal structures such as the lung and heart, and more importantly the contralateral

breast, which may be a major cause for the occurrence of secondary cancer in the contralateral breast

for women under the age of 45.

Advances in the state of the art of computer-controlled medical linear accelerators have recently

available that, along with newly-developed treatment planning techniques, may provide significant

improvements in the delivery and control of external beam radiation through beam-intensity

modulation"'. It is expected that using photon IMRT, the problem (1) above may be significantly

improved but (2) will remain and (3) may become more serious as treatment time increases with the

number of fields used (increased leakage or scattering dose). With modulated electron beams , on

the other hand, problem (1) may also be significantly improved and problems (2) and (3) can be

5



completely eliminated due to the nature of electron beams.

We hypothesized that by using He-filled accelerators equipped with computer-controlled multi-leaf

collimators and the Monte Carlo treatment planning technique, energy- and intensity-modulated

electron beams may be optimized to significantly improve the dose uniformity in the target volume, to

exclude the lung and heart from the high or moderate dose volume and to eliminate the scatter dose to

the lung, the heart and the contralateral breast to reduce complications and late effects associated with

breast cancer radiotherapy. The purpose of this study is to determine the degree of feasibility of using

electron EIMRT to improve breast cancer treatment.

This project has 4 specific aims: (1) To perform Monte Carlo beam simulation; (2) To develop an

optimization algorithm for EIMCRT; (3) To perform Monte Carlo dose verifications; and (4) To

evaluate the optimized treatment plans.

We report on the research accomplishments associated with the tasks outlined in the approved

"Statement of Work" below:

1. Simulation of realistic electron beams from He-filled clinical accelerators

The EGS416 BEAM"7 system has been used in this work to investigate the electron beams from clinical

linear accelerators. The BEAM code produces a phase-space output of the beam (i.e., the energy,

charge, position, direction, and a tag called LATCH to record the particle history) at any specified

plane in a simulation geometry. The simulation geometry may consist of a series of individual

component modules (CMs) positioned perpendicularly to the beam axis. The CMs used in this work to

simulate the clinical linear accelerators included SLABS and CONESTAK for electron scattering foils,

CONESTAK for photon target and primary collimators, and shielding rings, FLATFILT for photon

flattening filters, CHAMBER for the monitor chamber, and dose simulation phantoms, APPLICAT for

electron applicators, JAWS for the secondary photon collimators, MLC for the multileaf collimator,

MIRROR for the light mirror and BLOCK for electron cutouts. The actual dimensions and materials

used for each of the components were handled by an input data file, which also contained the

parameters required for the Monte Carlo transport simulations such as the energy cutoffs for electron

(ECUT) and photon (PCUT) transport, minimum energy for creation of knock on electrons (AE) or

bremsstrahlung photons (AP), maximum electron step length (SMAX), maximum energy loss per
6



electron step (ESTEPE), and the incident beam parameters. The simulated phase-space data can be

used as source input for further BEAM simulations or dose calculations using the code DOSXYZ (see

below) or analyzed using various software such as BEAMDP (BEAM Data Processor) to derive

particle energy spectra, fluence and angular distributions.

The EGS4/DOSXYZ code system was designed for dose calculations in a 3D rectilinear voxel

geometry'7'2 °. Voxel dimensions are completely variable in all three directions. Every voxel (volume

element) can be assigned to a different material. The cross-section data for the materials used are

available in a pre-processed PEGS4 cross-section data file. The density of the material defaults to that

in the PEGS4 data file but can be varied in a DOSXYZ calculation for use with the patient's CT data

although the density effect corrections for the stopping powers of the material remain unchanged'8' 24.

The phase-space data obtained from a BEAM simulation can also be used as a source input to imitate

all possible beam positions and directions from the linear accelerator. Dose contributions from

different beam components were selectively calculated based on the particle charge or the LATCH

settings specified in the BEAM simulation. DOSXYZ produced a data file that contained geometry

specifications such as the number of voxels in all the three directions and their boundaries as well as

the dose values and the associated (la) statistical uncertainties in the individual voxels.

We have simulated 6 - 20 MeV electron beams from Varian Clinac 2100C and 2300CD clinical

accelerators. We have replaced the air in the treatment head and in the gap between the treatment head

and the patient with Helium to study the effect of air scattering in air and the potential improvement

with He-filled accelerators. Figure 1 (see Appendix) shows the calculated planar fluence distributions

at a source-detector distance of 90 cm for 10.08 MeV electrons from the Clinac 2300. The thick solid

histogram represents standard geometry (case 1) and the thin solid histogram represents helium

atmosphere (case 2). The fluence distributions can be significantly improved by replacing the air in

the linac head with Helium. This is especially important for lower incident electron energies (below 10
19,21-24MeV) and large gaps between the treatment head and the patient

We have also investigated the effect of the MLC leaf shape on the beam profiles. The Varian MLC has

rounded leaf ends while the MLCs from other manufacturers have double focused leaf shape. Figure 2

shows the calculated dose distributions at phantom surface for a 20 MeV electrons from the Clinac

2100CD accelerator (see Appendix). The blue histogram represents a focused photon MLC and the red

histogram represents unfocused photon MLC (straight edge). For comparison, a specially designed

electron MLC with straight edge was also simulated with 7 cm air gap (i.e., at the electron applicator
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level). The photon MLC simulations were performed for a 20 cm He gap. It is clear that focused MLC

will result in significant improvement in the dose profile for modulated electron beams. Unfocused

MLC will degrade the dose profiles near the beam penumbra and the effects can be seen at different

depths. This means the Varian MLC rounded leaf shape has to be modified if it is used to de liver

modulated electron beams.

Although this work is designed to investigate the feasibility of He-filled accelerators for energy and

intensity modulated electron beam therapy. The results have been presented to the accelerator

manufacturers for evaluation. Possibilities have been discussed regarding fill the accelerator with He

by sealing the treatment head or installing a He-filled balloon. Further studies will be made when the

sealing (or balloon) materials and thicknesses are known.

2. Commission simulated beam data by comparisons with measurements

In order to commission the simulated the clinical beams, we have compared the dose distributions

simulated by the Monte Carlo method and those measured using ion chambers and diodes. The

calculations were performed using the DOSXYZ user code. The simulation parameters were modified

to improve the simulated beam data to match the measured data until the two sets of data agreed with

each other to within 2% of the maximum dose. We have also compared the dose distributions in

heterogeneous phantoms. Figure 3 shows the heterogeneity correction factors for layered lung or

layered bone phantoms irradiated by 12 MeV electron beams (see Appendix). They are calculated as

ratios of the doses in a heterogeneous phantom to the doses in a water phantom calculated by Monte

Carlo, by FOCUS (3D) pencil beam) and by measurements. Figure 3a is for a layered-bone phantom for

a 3 cm x 3 cm field and Figure 3b is for a layered-lung phantom for a 3 cm x 3 cm field. The field size

was defined at 100 cm SSD. The results clearly demonstrate that the Monte Carlo method can

faithfully reproduce the dose distributions in these phantoms while the conventional dose calculations

may significantly underestimate or overestimate the dose in or near heterogeneous regions. These

findings are consistent with the previous resulIts2 2 -26 .

3. Study the characteristics of intensity- modulated electron beams

We have studied the characteristics of small field electron beams collimated by blocks and an electron
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MLC. We have studied the beam profiles from different MLC leaf shapes. It is found that the MLC

shape will affect the dose profile near the phantom surface but have little effect on the dose profiles at

depth beyond the depth of maximum dose. This supports the idea of using a photon MLC or an

electron MLC to deliver small field electron beams to form intensity modulated electron fields. We

show in Fig. 4 the dose distributions for a 2 cm x 2 cm field and a 4 cm x 4 cm field collimated by a

photon MLC and an electron MLC (see Appendix). The difference between these dose distributions is

insignificant clinically. Fig. 5 shows the dose distributions formed by four 1 cm x 1 cm fields and those

formed by one 1 cm x 4 cm field. The dose distributions are identical at depths beyond the depth of

maximum dose but are slightly different on the surface - the four small fields give more fluctuations.

However, the leakage dose outside the treatment is more significant for the multiple small fields

because of the longer delivery time. This leakage can be reduced by increasing the MLC leaf thickness.

4. Characterize the simulated beams using simplified source models

A multiple source model was developed by Ma et al for electron beam Monte Carlo treatment

planning'". The algorithm has been further improved by Jiang et a126 for beam commissioning in

clinical routine dose calculations. A hybrid approach for commissioning electron beam Monte Carlo

treatment planning systems is studied. The approach is based on the assumption that accelerators with

similar designs have similar electron beam characteristics. For one type of accelerators, a reference

machine is selected and simulated with the Monte Carlo method. A beam model is built for this type of

accelerators using the Monte Carlo simulated phase space information for the reference machine.

When commissioning another accelerator of the same type, the appropriate parameters in the beam

model are tuned according to the standard measured data such as output factors, depth-dose and dose

profiles. A Varian Clinac 210OOC accelerator is chosen as the reference machine and simulated using

the EGS4/BEAM code. A four-source beam model is established based on the simulated beam

information to reconstruct electron phase space down to the last applicator scraper. The model includes

a point electron source for direct electrons and electrons scattered from the primary collimator and

jaws, a point photon source for all contaminant bremsstrahlung photons, and two square ring electron

sources representing electrons scattered from the two scrapers above the last scraper. A Varian Clinac

2300C/D machine, which is similar in design to the reference machine, is commissioned using this

beam model. By tuning the appropriate parameters in the model, accurate dose calculation is achieved

using the model, compared to the corresponding measurement.
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In this work, we have characterized the Monte Carlo simulated beams using this improved source

model. We have compared the dose distributions calculated using the source model and the original

simulated phase space data and achieved good agreement (within 2% of maximum dose). Figure 6

shows the dose distributions calculated by the Monte Carlo method using our source model and the

dose distributions calculated using the original simulated phase space beam data at 3.2 cm in a water

phantom for a 12 MeV electron beam from the Clinac 2100C (see Appendix). The dose distributions

calculated by the source model and measured by an ion chamber for a 12 MeV electron beam from a

Varian Clinac 2300CD accelerator are also shown. The agreement was within 1% for both cases.

Similar results have been obtained for other beam energies and field sizes (not shown). This

demonstrated the validity of the source model for beam commissioning for this study.

5. Install and test MCDOSE for photon calculations

We have further developed a Monte Carlo EGS4 user code MCDOSE for photon/electron beamlet and

treatment plan dose calculations. Good agreement was achieved between the MCDOSE results and

measurements. The MCDOSE code has been implemented on a 32-PC network for Monte Carlo dose

calculations. Features of MCDOSE include a multiple-source model to reconstruct the beam phase

space, inclusion of beam modifiers such as jaws, wedges, blocks, compensators and electron cutouts in

the patient simulation, the implementation of several variance reduction techniques, and suitable for

both conventional and intensity modulated radiation therapy (IMRT) treatment planing. Before

MCDOSE is used reliably for dose calculation in clinic, it must be properly validated. The clinical

validations for beam modifiers and dose calculation are presented. A comparison of the dose

distribution with 45-degree wedge in a water phantom made between MCDOSE and

EGS4/BEAM/DOSXYZ' demonstrates that MCDOSE can give accurate result with wedge. The

dose distributions for a blocked lOx 10 15MV photon beam in a water phantom are also compared

between them. They agree very well. The comparison of Electron cutout factors between MCDOSE

and measurements show a good agreement too. After applying variance reduction techniques in

MCDOSE, the agreement of dose distributions in specifically designed inhomogeneous phantoms

between MCDOSE and DOSXYZ is within the statistical uncertainty of 0.5%. All these results

demonstrate that MCDOSE is accurate for routine dose calculation in radiotherapy treatment planing.

The heterogeneity correction factors calculated by MCDOSE for layered-lung or layered-bone

phantoms were consistent with results from measurement to within 1%. Due to the elegant variance

reduction techniques, MCDOSE is also faster than EGS4/DOSXYZ 20 dose calculation by a factor of
10



up to 30. A nine field IMRT planing can be done in 1-4 hours on a personal computer, including pre-

and post-optimization dose calculation.

To test the accuracy of dose calculation by the MCDOSE code, comparison calculations were

performed with DOSXYZ, which is an EGS4 usercode developed by the NRCC group and well

benchmarked by the radiotherapy investigators. Each example has been calculation with source surface

distance (SSD) of 100cm and field size of 6cm x 6cm or 10 cmx 10cm. The global electron cut off

energy (ECUT) was set to 0.7MeV and photon cut off energy (PCUT) was set to 0.01MeV in

MCDOSE and DOSXYZ respectively. The fractional energy loss per step (ESTEPE) was limited to

40% for DOSXYZ and 20% for MCDOSE. The maximum step size (SMAX) is set to default 5cm for

DOSXYZ and 2mm for MCDOSE. Voxel size in the phantom is set to 4mm x 4mm x 5mm. The

material compositions and densities are taken from ICRU Report No. 46. Mono-energetic point

sources and phase space files, multiple source models for Clinac 2300C/D linear accelerator are used

as input to do simulation. Since dose per incident fluence is calculated, absolute dose distributions

produced by MCDOSE and DOSXYZ are compared. Fig. 7 Depth dose curves in tissue-bone-tissue

phantoms calculated by DOSXYZ and MCDOSE for 15MeV and 6MeV electron beams with field size

6 cm x 6 cm. For 15MeV electron beam, the material from depth 2.7cm to 4.5cm is bone in the

phantom. For 6MeV electron beam, the material is bone between depth 0.6cm and 1.6cm. Fig. 8 shows

the dose profiles at depths 3.4cm and 5.0cm in a tissue-bone-tissue phantom calculated by DOSXYZ

and MCDOSE for the same calculations (see Appendix).

Initial schedule included the implementation of the PEREGRINE code system for this study. This was

not done because of the delay of the commercial availability of the PEREGRINE system and the

complication of the commercialization of the PEREGRINE system The system has been exclusively

licensed to the NOMOS, Corp. and it is no longer available as a free software. Instead, we have

developed the MCDOSE system, which is based on the EGS4 system, which is free for research and

education use. The MCDOSE code has been validated against the DOSXYZ code and proved to be

equally accurate but about 20 times faster in computation speed. This is therefore our suggestion to

replace the PEREGRINE software with MCDOSE for this study.

6. Evaluate dose calculation algorithms for optimization calculation

We have compared the dose distributions calculated by the conventional dose calculation algorithms
11



(the pencil beam algorithm in a commercial treatment planning system, the FOCUS system by

Computerized Medical System, St. Luis, MO) and the Monte Carlo method (with MCDOSE). It was

found the dose distributions predicted by the pencil beam were very uncertain under the conditions of

extended source surface distance (SSD), oblique incidence and for heterogeneous phantoms15" 8'21'22.

We have calculated dose distributions for different field sizes, incident beam energies, SSDs and

phantom geometries. Figure 9 shows the pencil beam dose distributions calculated by the FOCUS

system and the Monte Carlo system for a 20 MeV electron beam (see Appendix). Monte Carlo

correctly predicted the dose variations near the interface between tissue and air and between tissue and

bone while the FOCUS calculation shows almost symmetrical distributions in these cases. It is

concluded that Monte Carlo is needed for the electron beamlet calculation to ensure the accuracy of the

optimization process. In our future studies, we have scheduled to compare dose distributions using

these algorithms and the optimization algorithms for realistic patient treatment plans.

7. Develop fast iterative optimization algorithms

A fast iterative optimization algorithm has been developed for electron beam optimization. The

algorithm has been tested for both electron treatment planning optimization and photon beam

optimization. The dose calculation can be cast as the matrix equation,

D =M'I

where D is the vector whose elements are the dose deposited in the voxels in the calculation volume, I

is the vector whose elements are the beamlet weights, and M is the matrix relating the weights of each

beamlet to the dose deposited in each voxel. Using the Monte Carlo method, the individual beamlet

distributions that make up the matrix elements of M will be calculated separately taking into

considerations of the location of the beamlet in the field, patient contour, inhomogeneous patient

anatomy, organ motion and patient setup uncertainty. The beamlet dimensions will be specified

through the RTP module, based on the MLC leaf width. For the Varian MLC, the beamlet size will be

variable between 10mm x 1mm and 10mm x 10mm. The beamlet profile will be different depending

on the location of the beamlet (its slight spatial dependence on the accelerator head scatter, beam

flatness and SSD variation). This will be automatically included when using the simulated phase-space

data as source input. The MCDOSE code has been modified for the dose calculations in the patient.

The beam incident angles and patient CT data will be obtained from the RTP system. Each beamlet

will require 1 - 10 million phase space photons depending on the dimensions of the beamlet. For a

typical IMRT case with 9 gantry angles, the beamlet calculation (for 1 - 10 thousand beamlets) will be
12



completed in a few minutes on the PC network after the variance reduction techniques are

implemented.

Our optimization procedure developed to calculate the optimal intensity profiles consists of the

following two stages. First, the planner inputs the patient geometry and defines the treatment setup,

such as the beam energy, number and orientations of beams, etc. The target volume and the critical

structures are defined by the clinician. The planner also determines the size of the beamlets and

number of dose or constraint points placed inside the target or critical structures, according to the

patient anatomy, the required computation accuracy and the available computation time. Each broad

beam is divided into beamlets and the dose and constraint points are uniformiy and randomly placed

inside the corresponding area. Then a reference monitor unit is assigned to each open rectangular beam

and the dose deposition coefficients, which is defined as the dose contribution from a beamlet to a

point, are calculated using MCDOSE and a conventional dose calculation model for comparison.

Second, using the calculated dose deposition coefficients as input, the optimal intensity profile for each

beam is achieved by using the Zangwill's penalty function method and the center-of-mass method to

minimize the augmented objective function. An improved conjugate vector method will also be

investigated. For the target area, a quadratic form of objective function is specified. In addition, two

target dose-uniformity constraints are used to ensure a uniform target dose distribution and to

distinguish the clinical importance of cold and hot spots. For the critical structures, maximum-dose

constraint and several levels of dose-volume constraints are assigned to each structure. For each

objective function and constraint, an importance weight relative to the target objective function is

assigned. All the constraints are mathematically transformed to the penalty functions of quadratic

forms. The augmented objective function, which should be miinimized, is a combination of the original

objective functions and all penalty functions. The results of the optimization process are the intensity

profiles for the individual gantry angles (photon fields).

After the optimization calculation, beam intensity maps at each gantry angle (the elements of 1) will be

generated and leaf-setting sequences will be computed using a leaf sequencing algorithm. The final

dose calculation will be performed again using MCDOSE. The effect associated with leaf and jaw

movement will be accounted for in these calculations. Figure 10 (see Appendix) shows the intensity

map of a photon field calculated by the optimizer and the real intensity map measured using a BEAM

Imaging System. The intensity patterns were blurred because of the extended soure",, photon
13



scattering and leakage through the leaves, which may cause a change in the dose profile delivered by a

few percent. Figure 11 shows the Monte Carlo simulated intensity map which agrees well with the

measured map.

The monitor units MUk required for the kt1h field can be calculated using the following equation:

MUk = DpwkFk/(N SP)

The weight assigned to the kth field, Wk, will be the maximum weight for the beamlets included in field

k. The plan normalization factor, N, will be the ratio of the Monte Carlo calculated maximum dose in

the patient to that in water under the reference conditions. The modulation scaling factor, Fk, will be

the ratio of the total MUs required to deliver all the beamlets in field k using the leaf-setting sequence

to the MUs required to deliver the beamlet that has the maximum weight. In preliminary tests, the

Monte Carlo calculated output factors for fields 1 cm x 1 cm to 40 cm x 40 cm agreed to within 2%

with measurements. No fudge factors will be needed in the Monte Carlo based monitor unit

calculations. The dose values for different beam energies under the reference conditions will be

calculated only once and stored in the system database for calculating the normalization factor N.

We have been evaluating different leaf sequencing algorithms suitable for both "stop and shoot" and

dynamic delivery. A new algorithm also synchronizes the leaf sequences to remove the "tongue and

groove" effect. The results showed that the difference in the beam delivery time using a dynamic MLC

between "stop and shoot" (including beam-off time for leaf movement) and dynamic delivery was

clinically insignificant. We will install a leaf sequence algorithm for our project which uses the stop

and shoot algorithm and also synchronizes the leaf's movement to remove the "tongue and groove"

effect. We will further work on other MLCs when the leaf sequence file format becomes available for

operation with electron beams.

Key Research Accomplishments

We have accomplished the following tasks:

*Simulation of realistic electron beams from He-filled clinical accelerators: We have simulated 6 -

20 MeV electron beams from a Varian Clinac 2100C clinical accelerator. We have replaced the air

in the treatment head and in the gap between the treatment head and the patient with Helium to

study the effect of air scattering in air and the potential improvement with He-filled accelerators.

14



" Commission simulated beam data by comparisons with measurements: We have compared the dose

distributions simulated by the Monte Carlo method and those measured using ion chambers and

diodes. The simulation parameters were modified to improve the simulated beam data to match the

measured data until the two sets of data agreed with each other to within 2% of the maximum dose.

" Study the characteristics of intensity-modulated electron beams: We have studied the

characteristics of small field electron beams collimated by blocks and an electron MLC. We have

studied the beam profiles from different MLC leaf shapes.

" Characterize the simulated beams using simplified source models: We have developed simplified

source models for all clinical electron beams simulated with the Monte Carlo method. We have

compared the dose distributions calculated using the source model and the original simulated phase

space data and achieved good agreement (within 2% of maximum dose).

" Install and test MCDOSEfor photon calculations: We have further developed a Monte Carlo EGS4

user code MCDOSE for photon/electron beamlet and treatment plan dose calculations. Good

agreement was achieved between the MCDOSE results and measurements.

" Evaluate dose calculation algorithms for optimization calculation: We have compared the dose

distributions calculated by the conventional dose calculation algorithms (the pencil beam

algorithm) and the Monte Carlo method (with MCDOSE). It is concluded that Monte Carlo is

needed for the electron beamlet distribution calculation to ensure the accuracy of the optimization

process.

" Develop fast iterative optimization algorithms: A fast iterative optimization algorithm has been

developed for electron beam optimization. The algorithm has been tested for both electron

treatment planning optimization and photon beam optimization.

Reportable Outcomes

Peer-reviewed papers resulting from or supported in part by this grant:
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Conclusions

We have made significant progress during our first-year investigation. We have successfully

performed the tasks scheduled in the "Statement of Work". We have simulated the electron beam

characteristics for energy and intensity modulated radiotherapy (EIMRT) by simulating medical

accelerators with different MLC leaf designs and filling gases (air or He). We have characterized our

electron beams using a well tested source model. We have implemented new dose calculation software

for dose calculations to optimize treatment plans for EIMRT of breast cancer. The new software

replaces the scheduled PEREGRINE software and provides not only the capability of performing

photon dose calculation but electron dose calculations (the PEREGRINE system is designed only for

photon dose calculations). The new software is also significantly (a factor of 20-30) faster than the

PEREGRINE system. We have developed optimization algorithms for comparisons of the optimized

treatment plans with photon IMRT or electron EIMRT.

"So what?"

Our first year results have provided evidence to support the hypothesis of this proposal that by using

He-filled accelerators equipped with computer-controlled multi-leaf collimators and the Monte Carlo

treatment planning technique, energy- and intensity- modulated electron beams may be optimized to

significantly improve the dose uniformity in the target volume, to reduce the dose to the critical

structures nearby and therefore reduce the late effects associated with breast cancer radiotherapy.

Further studies as scheduled in the "Statement of Work" are needed to investigate suitable objective

functions for electron beam optimization and to verify photon IMRT and electron EIMCRT dose plans

using EGS4/DOSXYZ and MCDOSE. By comparing the treatment plans for realistic breast cases

generated using different beam modalities, we shall be able to finally determine the degree of

feasibility of using electron EIMRT to improve breast cancer treatment.
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Appendices

List of Figures quoted in the body of text:
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Fig. I Calculated planar fluence distributions at a source-detector distance of 90 cm for 10.08 MeV electrons from the
Clinac 2300. The thick solid histogram represents standard geometry (case 1) and the thin solid histogram represents
helium atmosphere (case 2).
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Fig. 2 Calculated dose distributions at phantom surface for a 20 MeV electrons from the Clinac 2100CD. The blue
histogram represents a focused photon MLC and the red histogram represents unfocused photon MLC. For comparison, a
specially designed electron MLC was also simulated with 7 cm air gap. The photon MLC simulations were performed for a
20 cm He gap.
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Fig. 3 Comparisons of heterogeneity correction factors calculated by Monte Carlo, by FOCUS (3D pencil beam) and by measurements

for a 12 MeV electron beam: (a) in a layered-bone phantom for a 3 cm x 3 cm field and (b) in a layered-lung phantom for a 3 cm x 3 cm

field. The field size was defined at 100 cm SSD.
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Fig. 4 Calculated dose distributions at phantom surface for a 20 MeV electrons from the Clinac 2100C for different
field sizes. The black line represents a specially designed electron MLC while the red line represents the existing
photon MLC with air replaced by Helium.
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Fig. 5 Dose distributions at phantom surface for a 20 MeV electrons from the Clinac 2100C for four 1cm x 1cm
fields and a single 1 cm x 4 cm field. The four I cm x 1 cm beam profile shows more leakage and slight fluctuation
on the surface.
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12 MeV electron beam from 2100C with 10x10 cone (SSD=100 cm, depth=2 cm)
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Fig. 6 Dose profiles at 3.2 cm in a water phantom for a 12 MeV electron beam from the Clinac 2100C calculated
using the source model and the original phase space data, and the dose distributions calculated by the source model
and measured by ion chamber for a 12 MeV electron beam from a Varian Clinac 2300CD accelerator. The
agreement was within I% for both cases.
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Fig. 7 Depth dose curves in Tissue-Bone-Tissue phantoms calculated by DOSXYZ and MCDOSE for 15MeV and 6MeV
electron beams with field size 6 cm x 6 cm. For 15MeV electron beam, it is material of bone from depth 2.7cm to 4.5cm in
the phantom. For 6MeV electron beam, the material of bone is between depth 0.6cm and 1.6cm.
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Fig. 8 Lateral dose profiles at depths 3.4cm and 5.0cm in a Tissue-Bone-Tissue phantom calculated by DOSXYZ
and MCDOSE for a 15MeV electron beam with field size 6 cm x 6 cm. It is the same calculation as Fig. 7 for
15MeV electronic beam. At depth 3.4cm, it is material of Bone from -2.0cm to 2.0cm in Y dimension.
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Fig. 9 Dose distributions calculated by the FOCUS system (using a pencil beam algorithm) and by the Monte Carlo
method. The Monte Carlo correctly predicted the dose variations near the interface between tissue and air and the
interface between tissue and bone while the FOCUS calculation shows almost symmetrical distributions in such
cases.
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Fig. 10 Photon intensity map for a field used in an optimized treatment plan calculated by the optimization system
(above) and measured by the Beam Imaging System (BIS). The blurring effect is caused by photon scattering in the
treatment head (extended source) and the MLC and leaf leakage. This effect may introduce a change in the dose
profile by a few percent if uncorrected.
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Fig. 11I Intensity map simulated by the Monte Carlo method for the same field as shown in Fig. 10. The blurring
effect has been simulated accurately by tracking the particles in the treatment head and going through the MLC.
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Abstract

The purpose of this work was to verify the accuracy of the dose distributions
calculated by a commercial treatment planning optimization system for intensity-
modulated radiotherapy (IMRT) using Monte Carlo simulations. A Monte Carlo treatment
planning system has been implemented clinically to improve the accuracy of radiotherapy
dose calculations. The EGS4/DOSXYZ code system was modified to compute the dose in
a patient for multiple fixed-gantry IMRT fields. Phantom measurements were performed
to commission the Monte Carlo dose calculation system. The dose distributions in the
experimental phantoms and in the patients were calculated and used to verify the
optimized treatment plans generated by the inverse-planning system. The Monte Carlo
calculated dose distributions agreed with the measurements to within 2% for all the beam
energies and field sizes for both the homogeneous and heterogeneous phantoms. The dose
distributions predicted by the inverse-planning system agreed with the Monte Carlo and
measurements within 4% in a cylindrical water phantom with various hypothetical target
shapes. Discrepancies in local dose up to 10% in the target region and 50% in the critical
structures were found in some IMRT patient calculations. The photon dose calculation
algorithm used in the commercial inverse-planning system is adequate for homogeneous
phantoms (such as prostate) but may result in significant uncertainty in the doses near
heterogeneities such as the air-tissue, lung-tissue and tissue-bone interfaces. Caution
should be exercised for treatments involving small target volumes or heterogeneities in
the case of nasal cavities, head and neck and the lung.

Keywords: Intensity modulated radiotherapy (IMRT), dosimetry, dose
verification, Monte Carlo dose calculation

Running title: Monte Carlo verification of IMRT dose distributions



1. Introduction

For the last few years, extensive research has been carried out to develop
conformal radiotherapy using computer-controlled linear accelerators equipped with
multi-leaf collimators (MLC) (Boesecke et al 1988, Boyer et al 1992, Leibel et al 1992,
LoSasso et al 1993, Powlis et al 1993, Mageras et al 1994, Brewster et al 1995, Fraass et
al 1995, McShan et al 1995, Yu et al 1995, Haedinger et al 1997). More recently,
intensity modulated radiotherapy (IMRT) has been developed (Brahme et al 1988,
Convery and Rosenbloom 1992, Webb 1992, Boyer et al 1997) and implemented (Ling et
al 1996, Boyer et al 1998a) that uses computer-controlled modulation of x-ray fields by
the MLC. It is anticipated that conformal radiotherapy will provide radiation oncologists
with a significantly improved means to deliver high doses of ionizing radiation to some
tumor sites while reducing doses to adjacent normal tissue below levels to which they are
unavoidably exposed by currently available techniques. Thus, acute and chronic toxicity
associated with treatment of a tumor volume by radiation may be significantly reduced or
delayed for certain sites of malignant presentations.

The use of conformal radiotherapy, especially with the IMRT technique, is a
major departure from the way radiotherapy is currently delivered. Although the use of
MLCs provides the possibility of achieving better dose distributions conformed to tumor
targets, it also increases the treatment complexity. The sequences of leaf movement and
their associated effects on the dose delivered to the patient may vary significantly
depending on the accelerator and the MLC design. Important factors include the variation
of the accelerator head scatter component in the MLC-collimated beam (Convery and
Webb 1997), the amount of photon leakage through the leaves (Wang et al 1996, Webb
1997, Holmes et al 1997), and the scatter from the leaf ends, the "tongue and groove"
effect (Chui et al 1994, Wang et al 1996), and the effect of back-scattered photons from
the moving jaws and MLC leaves on the monitor chamber signal (Hounsell et al 1998).
Traditionally, patient dose calculations in radiotherapy were based on correcting
measured dose distributions. New dose calculation algorithms have been developed to
predict the patient dose from "first principles" using a model of radiation transport
(Mackie et al 1995). Comparisons of the traditional photon algorithms and the newer
ones have been reviewed by Wong and Purdy (1990), Cunningham and Battista (1995)
and Mackie et al (1996). Due to the lack of electron transport, the conventional dose
calculation algorithms often failed to predict the dose distribution accurately near
inhomogeneities (Mackie et al 1986, Mohan 1997, DeMarco et al 1998, Wang et al 1998,
Ma et al 1999). Furthermore, the inverse-planning algorithms for beam optimization have
all used approximations to speed up the dose computation that may introduce significant
uncertainty in the calculated dose distributions, especially in the presence of
heterogeneities. When simple source models are used in the dose computation, the
correlation between the calibrated reference dose and the dose related to a beam segment
may be lost. All the above imply a potential problem with the prediction of the dose
distributions in a patient for an IMRT treatment.

Oldham and Webb (1997) reported differences in excess of 10% in the absolute
dose between the optimization dose calculations and measurements (using film) of fields
delivered by a dynamic MLC. The differences were attributed partially to the nonlinearity
of dose per monitor unit (MU) for small MU deliveries (the actual dose delivered per MU
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increased by more than 10% from MU = 20 to MU = 1). Wang et al (1996) reported that
for the Memorial Hospital's dynamic MLC delivery process, the discrepancies between
the calculated dose and the measured dose were in excess of 5% if various effects related
to the MLC construction, such as accelerator head scatter, were not properly accounted
for. The uncertainty in the doses calculated by a conventional dose calculation algorithm
was 5 - 10% in the presence of heterogeneities (Mohan 1997). Our recent Monte Carlo
results were consistent with these findings (Ma et al 1999).

The purpose of this work was to verify the accuracy of the dose distributions
calculated by a commercial treatment planning optimization system for IMRT using
Monte Carlo simulations. We have used the EGS4/BEAM Monte Carlo code system
(Nelson et al 1985, Rogers et al 1995a, 1995b) to simulate the clinical electron and
photon beams from three linear accelerators, Varian Clinac 1800, 2100C and 2300C/D
(Varian Oncology, Palo Alto, CA). The EGS4/ DOSXYZ code (Rogers et al 1995a, Ma et
al 1995) was modified to compute the dose in a patient (a 3-dimensional phantom built
from the CT data) for multiple fixed-gantry fields. Phantom measurements were
performed to commission the Monte Carlo system. The dose distributions in the
experimental phantoms and in the patients were calculated and used to verify the
optimized treatment plans generated by the CORVUS inverse-planning system
(CORVUS, NOMOS Corp., Sewickley, PA). In the following sections, we will describe
the details of the dose calculations used in the inverse-planning system and the Monte
Carlo simulations. We will show the dose distributions for homogeneous and
heterogeneous phantoms and discuss the effect of material density and atomic number,
electron transport and energy cutoff values on the accuracy of the final dose calculations.

2. Materials and Method

2.1 Treatment planning and dose measurement

The treatment planning optimization system used in this work is the CORVUS
inverse-planning system. The dose calculation algorithm used for the optimization
process is a finite-size pencil beam algorithm, which uses predetermined beamlet dose
distributions. The beamlet profiles were derived from measured beam profiles and
normalized to produce consistent output factors for various field sizes. The patient
inhomogeneity correction is made by "stretching" the beamlet profiles proportionally
based on the equivalent pathlength. The details of the dose calculations have been
described by Holmes et al (1998). The monitor unit calculations for a "step-and-shoot"
leaf sequence algorithm have been discussed by Boyer et al (1999). The CORVUS
system has been commissioned for clinical IMRT treatment planning (Xing et al 1998,
1999) and used for treating head and neck patients with IMRT (Boyer et al 1998).

In order to test the inverse-planning algorithm and the Monte Carlo dose
calculations, inverse plans were computed for various target shapes placed in the center
of a cylindrical water phantom having a diameter of 30 cm. The results have been
reported in detail by Boyer et al (1999). Inverse plans were computed for these
hypothetical targets with different numbers of beams directed toward the axis of the
cylinder at the center of the target and spaced at equal angles. A beamlet size of 1 cm x 1
cm was used in the calculation. The leaf sequencing algorithm used 20 intensity levels.
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The treatments were delivered using a Dynamic Multileaf Collimator (Varian Oncology
Systems, Palo Alto, California). The leaf sequences computed within the NOMOS
software were written into files with formats conformed to the requirements of the Varian
digital control software. The leaf sequences were delivered using the monitor units
calculated by the CORVUS system. The absolute dose delivered by the leaf sequences
was measured in the 30-cm diameter cylindrical water phantom using a 0.147 cm3

ionization chamber (Wellhofer Dosimetrie, Schwartzenbruck, Germany) following the
AAPM TG-21 protocol (AAPM 1983). No corrections were made for the variation in
the chamber displacement effect, which depends on the dose gradient at the measurement
point and the chamber diameter. This may introduce an up to 2% uncertainty in the
measured dose for the 6-mm diameter chamber used (the dose gradient was 5-8% per
centimeter at some measurement points). The chamber positioning uncertainty was about
0.1 cm. The overall uncertainty in the measured dose was estimated to be about 3% (1 cv).

2.2 The Monte Carlo simulation

We have used BEAM and DOSXYZ (Rogers et al 1995a, Rogers et al 1995b, Ma
et al 1995) Monte Carlo codes for the accelerator head simulation and dose calculation in
the patient respectively. Both codes were EGS4 (Electron Gamma Shower version 4,
Nelson et al 1985) user codes, running under the UNIX operating system, developed
through the OMEGA project for Monte Carlo treatment planning dose calculations
(Mackie et al 1994). Detailed descriptions of the software can be found from Rogers et al
(1995a). A detailed description of the clinical implementation of the Monte Carlo code
system was given in a previous publication (Ma et al 1999).

Three types of clinical linear accelerators were simulated for the clinical
implementation of Monte Carlo treatment planning in our center: Varian Clinac 1800,
2100C and 2300C/D (Varian Oncology Systems, Palo Alto, California). The dimensions
and materials for the accelerator components were incorporated according to the
manufacturer's specifications. Electron beams emerging from the vacuum exit window
were assumed to be monoenergetic and monodirectional with a beam radius of 0.1-0.2
cm. These were found to be reasonable assumptions to achieve an acceptable dose
calculation accuracy of about 2% of the dose maximum (D,,ax) anywhere in the phantom
for clinical radiotherapy applications (Kapur et al 1998). We obtained accurate phase-
space data for photon beams with nominal energies of 4, 6, and 15 MV. The energy
cutoffs for electron transport in the accelerator simulation (ECUT and AE) 700 keV
(kinetic + rest mass) and for photon transport (PCUT and AP) 10 keV. The ESTEPE
value was 0.04. The bremsstrahlung splitting and Russian roulette options were
implemented for photon beam simulations (Rogers et al 1995b). The ICRU recommended
compositions and stopping power values were used for the materials used in the
accelerator simulations (ICRU 1984). The phase-space data were scored at a plane
immediately above the photon jaws. The number of particles in a photon beam file was
about 50 million. Field shaping by photon jaws, blocks and the MLC was further
simulated using BEAM and the phase-space data could be stored temporarily or used
directly for dose calculations. The phase-space data for each beam was divided and stored
separately on a 32-PC network. For further BEAM simulations or dose calculations, the
phase-space data stored locally were used. The final statistical uncertainty was
determined after combining the results from all the 32 PCs.
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The DOSXYZ code was designed for dose calculations in a 3D rectilinear voxel
geometry (Ma et al 1995). Voxel dimensions were completely variable in all three
directions. Every voxel (volume element) could be assigned to a different material. The
cross-section data for the materials used were available in a pre-processed PEGS4 cross-
section data file. The mass density of the material in a DOSXYZ calculation was varied
based on the patient's CT data although the density effect corrections for the stopping
powers of the material remain unchanged. The voxel dimensions and materials were
defined in a DOSXYZ input file together with the transport parameters such as the energy
cutoffs (ECUT and PCUT), the maximum fractional energy loss per electron step
(ESTEPE), and the parameters required by PRESTA (Bielajew and Rogers 1987). For
use with the CT data, a separate program CTCREATE was used to convert the patient's
CT data to desired dimensions, material types and densities. The phase-space data
obtained from a BEAM simulation was used as a source input with variable source
positions and beam incident angles. Dose contributions from different beam components
were selectively calculated based on the particle charge or the LATCH settings specified
in the BEAM simulation. DOSXYZ produced a data file that contained geometry
specifications such as the number of voxels in all the three directions and their boundaries
as well as the dose values and the associated (1 ) statistical uncertainties in the individual
voxels.

The DOSXYZ code has been modified to read the MLC leaf sequence files for
IMRT treatment. For this study, the Varian dynamic MLC leaf sequence files (G-version)
generated using a step-and-shoot leaf sequencing algorithm, were used. The monitor units
for each leaf sequence were integrated into a two-dimensional map (grids). The
dimensions of the map at the isocenter (100 cm from the virtual point source position) are
40 cm in both the x and y directions and the grid sizes were 0.1 cm. The monitor units for
the open areas were accumulated for each of the pixels while for the closed areas, a
fraction of the monitor units were accumulated based on the measured MLC transmission
factor for each beam energy. Thus, the integrated intensity map has included the averaged
leaf leakage effect but ignored the influence of the leaf shape (tongue and groove) and the
variation of the spatial and spectral distributions due to photon attenuation and scattering
in the MLC leaves. The transmission factor for the areas under the photon jaws was
assumed to be zero. The photon jaw positions were fixed for each gantry angle. The
dimensions of the photon jaw opening were set to 0.8 cm greater than the MLC opening
in the x-direction and to 0.2 cm greater than the MLC opening in the y-direction (to
reduce the leakage between the leaf ends). Further modifications were made to simulate
several gantry angles in the same run. The leaf sequence files were read sequentially and
the gantry angle was changed automatically after the simulation of a photon field was
completed.

During the Monte Carlo simulations, the weight of a phase-space particle was
altered based on the value of the pixel in the intensity map through which the particle was
traveling. To improve the simulation efficiency, two variance reduction techniques were
implemented in the DOSXYZ code, particle splitting and Russian roulette. The former
was applied to the particles with weight greater than unity and the latter was applied to
the particles with weight smaller than unity. The parameters used for the splitting and
Russian roulette processes were set to such values that the resulting particles would have
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similar weighting factors. Using uniform weighting factors will generally improve the
statistical uncertainty of a simulation.

For patient dose calculations, the simulation phantom was built from the patient's
CT data with up to 128 x 128 x 128 voxels (uniform in any dimensions). The side of a
voxel varied from 0.2 to 0.4 cm. The energy cutoffs were ECUT = AE = 700 keV and
PCUT and AP = 10 keV. The ESTEPE value was 0.04. The number of particle histories
simulated ranged from 300 million to one billion for up to 9 gantry angles for an IMRT
treatment. The 1-(Y statistical uncertainty in the dose was generally 1-2% of the Daý
value. The CPU time required for an IMRT simulation was about 0.2 - 1 hours on the 32-
PC (Pentium Pro 200 MHz and Pentium 111 450 MHz) network or about 3-15 hour on a
single Pentium 111 450 MHz PC.

3. Results

3.1 Comparisons in homogeneous water phantoms

Both the inverse-planning system and the Monte Carlo dose calculation system
have been commissioned for routine clinical applications (Xing et al 1998; Ma et al
1999). Both systems regenerated the PDD curves and the dose profiles at various depths
to within 2% of the dose maximum values of the measured beam data for various field
sizes and source to surface distances (SSD). The dose distributions given by the
CORVUS system agreed with the Monte Carlo and measurements to about 3% in a
cylindrical water phantom with various hypothetical target shapes (Boyer et al 1999).
Figure 1 shows the dose distributions in a 30-cm diameter water cylinder irradiated by 7
6-MV intensity-modulated photon beams calculated by COVUS and by the Monte Carlo
simulations. The critical structure is in the center of the water cylinder immediately next
to the C-shaped target. The isodose lines calculated by both systems agreed well for
percentage dose values above 50% (the difference is generally within 4% or a shift in
isodose lines within 0.3 cm). The discrepancies in the low-dose (< 30%) regions were
thought mainly due to the difference in accounting for the effect of MLC leaf leakage and
photon scattering in the phantom, which are considered to be not clinically significant.

Comparisons in CT phantoms

In this work, we have compared the dose distributions calculated by Monte Carlo
and conventional dose calculation algorithms for various treatment sites to identify
potential treatment situations that may benefit from dose accuracy improvements.
Currently, all potential JMRT cases are planned using the CORVUS system and
compared with the conventional plans generated using the FOCUS system (Computerized
Medical Systems, Inc., St. Louis, MO). All the IMRT plans used clinically have been
analyzed by both the oncologists and physicists and considered to be clearly superior to
the conventional plans. Monte Carlo simulations were performed for selected IMRT
plans prior to the treatment. A clinical judgement was made based on the Monte Carlo
calculated dose distributions and a decision was made whether an IMRT plan would be
used clinically. In the following examples, we show two typical IMRT treatment plans
computed by the COVUS inverse planning system and verified by the Monte Carlo
system.
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Prostate

To explore the effect of full photon and electron transport on JMRT dose
calculations, we show in Figure 2 an IMRT prostate treatment plan calculated by the
Monte Carlo simulation and the CORVUS system. The plan was generated using the
CORVUS system for 15-MV photon beams with 8 gantry angles. The beam intensity was
modulated using a Varian dynamic MLC with 80 leaves. In both calculations, the isodose
lines represent the percentage dose values normalized to the maximum dose values in the
dose distributions. In general, the dose values in the target (the prostate) and in the nearby
critical structure (the rectum) agreed between the CORVUS calculations and the Monte
Carlo simulations. This confirms that both calculation algorithms can predict dose
distributions in homogeneous phantoms with clinically acceptable accuracy (within 4%).
However, the dose values in the regions near the bony structures were somewhat different
between the CORVUS and the Monte Carlo systems.

The observed discrepancies may be partially explained by the effect of electron
backscatter from the bone (high atomic number and high density) to the soft tissue, which
was accounted for by the Monte Carlo simulation but not in any conventional photon
dose calculation algorithms. There have been several Monte Carlo studies in the literature
showing similar discrepancies between the Monte Carlo algorithm and the conventional
dose calculation algorithm in dose build up or build down regions near air cavities, lung
and large bony structures (DeMarco et al 1997, Mohan 1997, Wang et al 1997, Ma et al
1999). It should be mentioned that the difference in the dose to the bone was partially due
to the fact that the conventional dose calculation algorithms usually used water as the
phantom material and the inhomiogeneity corrections were computed using varying
electron density (based on the CT numbers) while the Monte Carlo algorithm used
different materials such as air, tissue, lung and bone with varying mass density calculated
from the CT data. If we convert the dose to the bone material to the dose to tissue using
the stopping power ratio for bone to tissue (assuming the same electron energy fluence)
the dose in the bone regions will be about 3.5% higher for soft bone and about 10%
higher for compact bone. However, the dose in the surrounding tissue will remain the
same, which was mainly caused by the perturbation of the electron fluence by the nearby
inhomogeneous anatomy.

Vertebra

Figure 3 shows the dose distributions for the treatment of the vertebra calculated
by both Monte Carlo simulation and the CORVUS system. The plan was generated using
the CORVUS system for 15 MV photon beams with 9 gantry angles. The intensity was
modulated using a Varian dynamic MLC with 80 leaves. In the regions near large bony
structures (such as the cord) differences of more than 50% of the local dose could be seen
between the CORVUS dose distribution and the Monte Carlo simulations. This increase
in the dose to the cord was thought due to electron scattering from the surrounding bone,
which could not be modeled properly by CORVUS using a "finite size pencil beam"
algorithm. Another possible reason might be due to the implementation of the
heterogeneity corrections in the finite size pencil beam. Although the photon beams were
optimized to avoid the cord, electrons could reach the cord and the dose to the cord was
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enhanced due to the high-density material surrounding it.

4. Discussion

We have investigated the effect of the conversion of the CT numbers to different
material types and densities. Figure 4 shows the dose distributions for the IMRT case as
shown in Figure 3. In Figure 4a, the dose distribution was calculated using tissue with
unity density and air. In Figure 4b, the dose distribution was calculated using air and
tissue with variable density converted from the CT data. In Fig. 4c, the dose distribution
was calculated with air, unity density tissue and 10 g/cm 3 density bone. For comparison,
the dose distribution calculated using air, tissue and bone with proper densities converted
from the CT data was shown in each figure. The isodose curves were computed by
normalizing the dose values to the prescribed target dose. The differences in the isodose
lines in Fig. 4 a and b are very small. The difference between dose to tissue and dose to
bone at these beam energies is about 3.5% for soft bone and about 10% for hard bone
assuming the same electron energy fluence. It is known that electron backscattering from
the high atomic number materials may perturb the dose in tissue near the tissue-bone
interface. This effect became less significant when dose values were averaged over
course scoring volumes (0.3 - 0.4 cm voxels). In Fig. 4c, the density of bone was
artificially increased to 10 g/cm3 which caused significant attenuation of the beams and
therefore altered the doses behind the bones. The effects on the surface doses are smaller
compared with the high dose regions. The maximum dose for the artificial high density
bone geometry is about 15% lower than that for the phantom with normal material
density.

We have also investigated the effect of energy cutoff values used for electron
transport. Figure 5 shows the dose distributions calculated with electron transport energy
cutoff ECUT = 700 keV, 1 MeV, 1.5 MeV and 2.5 MeV (total energy), respectively.
Other energy cutoff values remained unchanged. The same material types and densities
were used in the calculations as those used in Figure 3. The difference between the dose
distributions calculated using 700 keV and 1 MeV was negligible. However, the
simulation time for the 1 MeV run was about 30% less compared to the 700 keV run. The
isodose curves calculated using 1.5 MeV ECUT were within 0.1 - 0.2 cm consistent with
those calculated using lower ECUT values although the CPU time for this run was further
reduced by another 40% compared to the 1 MeV run. The shift in the isodose lines for the
2.5 MeV case (0.2-0.4 cm), however, may be considered to be unacceptable clinically. As
the electron CSDA range for 1 MeV kinetic energy is about 0.4 cm in soft tissue, which
is about the same as the voxel size used in the dose calculations. The shift in the isodose
curves was expected to be within a voxel for the 1.5 MeV ECUT case. For ECUT smaller
than 1 MeV, the electron CSDA range in soft tissue is smaller than half of the voxel size
used. The changes in the isodose lines should be generally negligible.

It seems clear that the conventional dose calculation algorithm may not be'
accurate enough in some IMRT cases where the dose perturbation effect due to
inhomogeneities requires accurate simulations of the electron transport. Monte Carlo
simulation for IMRT dose calculation may be a practical solution to this problem. Our
experiences show that a factor of 2 - 3 more Monte Carlo particle histories are needed for
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an IMRT treatment simulation compared with a conventional photon treatment
simulation. This is because more monitor units are needed to deliver intensity modulated
photon fields; more particles will be simulated in a Monte Carlo calculation but many of
them will be stopped by the MLC leaves. Therefore, the CPU time per photon history for
an IMRT simulation is less than that for a conventional field. Using the existing
computing power (8 CPUs) of the CORVUS system, the calculation time for a typical
"inverse plan" would be increased from the currently 0.5 - 1 hour to 2 - 4 hours with two
Monte Carlo calculations. The pre-optimization dose calculation will provide the beamlet
profiles for the optimization process, which take into account the effect of the accelerator
head scatter and patient inhomogeneous anatomy. The post-optimization dose calculation
will include the effects due to leave leakage, leaf scatter and photon backscatter into the
monitor chamber after the sequence of MLC leaf movement and jaw positions has been
generated. Further studies are under way on a Monte Carlo dose calculation based inverse
planning system (Pawlicki et al 1999).

5. Summary

We have implemented a Monte Carlo system for routine radiotherapy treatment
planning dose calculations. The implementation included the simulation and
characterization of the clinical radiotherapy beams, software development for efficient
dose calculations for both conventional photon and electron beams and intensity-
modulated radiotherapy using a dynamic MLC, and display of the Monte Carlo 3D dose
data on an existing treatment planning system.

Comparisons of the dose distributions in water calculated by Monte Carlo
simulations and the measurements showed general agreement within 2% for various
clinical beam setups for electron beams as well as for photon beams. The Monte Carlo
calculated dose distributions in heterogeneous phantoms were confirmed (within 1%)
using specially designed phantom measurements while the conventional dose calculation
algorithms may underestimate or overestimate by 5 - 10% in the regions within or
adjacent to large air cavities, lung or bony structures.

Out results indicated that more accurate dose calculation algorithms than those
currently used in the "inverse-planning" systems are needed for intensity-modulated
radiotherapy treatment planning. The conventional dose calculation algorithms may not
accurately predict the dose distributions in and near inhomogeneities due to the lack of
electron transport and charged particle equilibrium. The uncertainty in the dose may be
"magnified" in an IMRT plan due to the "optimization effort" made for the escalation of
the dose in the target volume combined with a steep dose gradient when a critical
structure is nearby. The dose in the target volume may be in error by about 5 - 7% as
calculated by the optimization system while the uncertainty in the dose to the critical
organ may be more than 50% of the local dose for cases involving nasal cavities, head
and neck, the lung and large bony structures.
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Figure 3 Dose distributions for the treatment of the vertebra calculated by Monte Carlo
(a and c) and by CORVUS (b and d) for 15-MV photons (9 fields). The isodose lines are
given as 10, 20, 30, 40, 50, 60, 70, 80 and 90% of the prescribed target dose.

Figure 4 Dose distributions for different tissue types and material densities: (a) tissue and
bone with variable density (thick line) and tissue with unity density (thin line); (b) tissue
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The purpose of this study was to implement the Monte Carlo method for clinical radiotherapy dose
calculations. We used the EGS4/BEAM code to obtain the phase-space data for 6-20 MeV electron
beams and 4, 6, and 15 MV photon beams for Varian Clinac 1800, 2100C, and 2300CD accelera-
tors. A multiple-source model was used to reconstruct the phase-space data for both electron and
photon beams, which retained the accuracy of the Monte Carlo beam data. The multiple-source
model reduced the phase-space data storage requirement by a factor of 1000 and the accelerator
simulation time by a factor of 10 or more. Agreement within 2% was achieved between the Monte
Carlo calculations and measurements of the dose distributions in homogeneous and heterogeneous
phantoms for various field sizes, source-surface distances, and beam modulations. The Monte

Carlo calculated electron output factors were within 2% of the measured values for various treat-
ment fields while the heterogeneity correction factors for various lung and bone phantoms were
within 1% for photon beams and within 2% for electron beams. The EGS4/DOSXYZ Monte Carlo
code was used for phantom and patient dose calculations. The results were compared to the dose
distributions produced by a conventional treatment planning system and an intensity-modulated
radiotherapy inverse-planning system. Significant differences (>5% in dose and >5 mm shift in
isodose lines) were found between Monte Carlo calculations and the analytical calculations imple-
mented in the commercial systems. Treatment sites showing the largest dose differences were for

head and neck, lung, and breast cases. © 1999 American Association of Physicists in Medicine.

[S0094-2405 (99)00710-5]

Key words: radiotherapy treatment planning, dose calculation, Monte Carlo simulation, Monte
Carlo treatment planning, EGS4 Monte Carlo

I. INTRODUCTION ever, the rapid decrease in the price-to-performance ratio of
general purpose computers has made RTP using Monte

Accurate dose calculations are essential to radiotherapy treat- Carlo simulations a possibility. This trend is expected to con-
ment planning (RTP). Radiotherapy treatments utilize the in- tinue for the foreseeable future when parallel and/or net-

formation provided by the treatment planning systems (TPS) worked computer systems become readily available as dose
and the clinical outcome can be improved if accuracy in the computing engines for commercial TPS.23

dose calculation is further improved.' Considerable efforts In this work, we investigate the clinical implementation of
have been made to improve the dose calculation algorithms the Ottawa Madison electron gamma algorithm (OMEGA)24

used in TPS to accurately reproduce all beam geometries and BEAM25 and DOSXYZ 26 Monte Carlo codes for routine
beam modification devices and to account for the effects of RTP dose calculations. We have commissioned the Monte
heterogeneities in the full three-dimensional (3D) patient ge- Carlo simulated beam phase-space data by comparisons with
ometry. Traditionally, patient dose calculations in radio- the measured beam data. The beam phase-space data were

therapy have been based on correcting measured dose distri- analyzed and modeled using a multiple-source model. Soft-
butions. Newer dose calculation algorithms have been ware has been developed to build the 3D patient phantom
developed to predict the patient dose distribution from "first from the computed tomography (CT) data and to convert the
principles" using radiation transport models. 2 Comparisons Monte Carlo calculated 3D dose data for display on a com-
of the traditional algorithms and the newer ones have been mercial RTP system. In this article, we report the implemen-
reviewed by Wong and Purdy, 3 Cunningham and Battista,4  tation procedures, details of the Monte Carlo simulations,
Mackie et al.,2'5 Jette,6 and Hogstrom and Steadham.7  and comparisons of the dose distributions calculated using

Monte Carlo methods which use detailed phase-space in- conventional algorithms that were implemented in a com-
formation for the particles in the beam (including the energy, mercial TPS with those produced by our Monte Carlo simu-
charge, angular, and spatial distributions)8-'l have been lations.
shown to be the most accurate method for radiotherapy dose
calculations. 1,8,12-22 The Monte Carlo technique is the only II. MATERIALS AND METHOD
one that considers all aspects of photon and electron trans- A. Monte Carlo codes
port within a heterogeneous phantom. This accuracy is ac-
companied by an increase in the amount of time required to The Monte Carlo codes used for the accelerator head
produce a statistically meaningful dose distribution. How- simulation and dose calculation in the patient were
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BEAM8'25 and DOSXYZ,8' 26 respectively. Both codes were such as the energy cutoffs, SMAX, ESTEPE, and the param-
electron gamma shower version 4 (EGS4 27) user codes, run- eters required by PRESTA. For use with CT data, a separate
ning under the UNIX operating system, developed through program CTCREATE26 was used to convert the patient's CT
the OMEGA project for Monte Carlo treatment planning data to the desired dimensions, material types, and mass den-
dose calculations. Detailed descriptions of the software can sities (see Sec. IID). An earlier version of DOSXYZ had
be found in Ref. 8. For completeness, we briefly describe the CTCREATE inside DOSXYZ as a subroutine, requiring
two Monte Carlo codes used in this work. more memory to run DOSXYZ because of the large data

The EGS4/BEAM code system was designed to simulate arrays used for the CT data conversion. Different source con-
the radiation beams from any radiotherapy source, including figurations can be used with DOSXYZ, such as a simple
low-energy x rays, Co-60 units, and photon and electron point source, a parallel beam, etc. The phase-space data ob-
beams from clinical accelerators. The BEAM code produces tained from a BEAM simulation can also be used as a source
a phase-space output of the beam (i.e., the energy, charge, input to imitate all possible beam positions and directions
position, direction, and a tag called LATCH to record the from the linear accelerator. Dose contributions from different
particle history) at any specified plane in a simulation geom- beam components were selectively calculated based on the
etry. The simulation geometry may consist of a series of particle charge or the LATCH settings specified in the
individual component modules (CMs) positioned perpen- BEAM simulation. DOSXYZ produced a data file that con-
dicularly to the beam axis. The CMs used in this work to tained geometry specifications such as the number of voxels
simulate the clinical linear accelerators included SLABS and in all three directions and their boundaries as well as the dose
CONESTAK for electron scattering foils, CONESTAK for values and the associated (1 o-) statistical uncertainties in the
photon target and primary collimators, and shielding rings, individual voxels. The dose distributions can be analyzed
FLATFILT for photon flattening filters, CHAMBER for the using a program called STATDOSE 30 for rebinning, error
monitor chamber, and dose simulation phantoms, APPLI- analysis, or plotting dose distributions along any major axis.
CAT for electron applicators, JAWS for the secondary pho- The programs were installed on a variety of computers
ton collimators, MLC for the multileaf collimator, MIRROR including SUN SPARC workstations, SGI workstations, and
for the light mirror, and BLOCK for electron cutouts. The a network of 22 Pentium Pro 200 MHz PCs [each unit hav-
actual dimensions and materials used for each of the compo- ing 128 Mbyte of random access memory (RAM) and 10
nents were handled by an input data file, which also con- Gbyte of disk space]. The PC network was used as a dose-
tained the parameters required for the Monte Carlo transport computing engine for the Monte Carlo treatment planning
simulations such as the energy cutoffs for electron (ECUT) process.
and photon (PCUT) transport, minimum energy for the cre-
ation of knock on electrons (AE) or bremsstrahlung photons B. Accelerator simulation
(AP), maximum electron step length (SMAX), maximum en-
ergy loss per electron step (ESTEPE), and the incident beam Three models of Varian linear accelerators were simu-
parameters. Several variance reduction techniques were lated for the clinical implementation of Monte Carlo treat-
implemented in the BEAM code including electron range ment planning at our institution. The modeled accelerators
rejection, photon interaction forcing, bremsstrahlung split- were the Clinac 1800, 2100 C, and 2300 CD (Varian Oncol-
ting, and Russian roulette. 17 the BEAM code uses the default ogy Systems, Palo Alto, CA). The dimensions and materials
PRESTA electron transport algorithm 28 that has demon- for the accelerator components were incorporated according
strated results comparable (within 2%) to measured results in to the manufacturer's specifications or measurements. The
homogeneous phantoms. The simulated phase-space data can electron beams emerging from the vacuum exit window were
be used as source input for further BEAM simulations or assumed to be monoenergetic and monodirectional with a
dose calculations using the code DOSXYZ (see below) or beam radius of 0.1-0.2 cm. These were found to be reason-
analyzed using various software such as BEAM data proces- able assumptions to achieve a dose calculation accuracy of
sor (BEAMDP) 29 to derive particle energy spectra, fluence, about 2% of the dose maximum (Dmax) in the phantom. The
and angular distributions as well as the parameters used by a energy of the electrons emerging from the vacuum exit win-
beam model (see Sec. II C). dow was determined using an interactive process based on

The EGS4/DOSXYZ code system was designed for dose two criteria. First, the incident electron energy was interac-
calculations in a 3D rectilinear voxel geometry.25 Voxel di- tively modified until the R5 0 value agreed with the measured
mensions are completely variable in all three directions. Ev- value to within 1 mm for the clinical electron beams while,
ery voxel (volume element) can be assigned to a different at the same time, the calculated and measured relative
material. The cross-section data for the materials used are central-axis dose curves agreed to within 2% of Dmax. The
available in a pre-processed PEGS4 cross-section data file. mean electron energy values derived from measured R5 0 or
The density of the material defaults to that in the PEGS4 data TPR 201 10 were used as a starting point in the energy deter-
file but can be varied in a DOSXYZ calculation for use with mination process but fine tuning by iteration was found nec-
the patient's CT data although the density effect corrections essary to achieve our criteria for good agreement.
for the stopping powers of the material remain unchanged. We obtained accurate phase-space data for electron beams
The voxel dimensions and materials were defined in a with nominal energies of 6, 9, 12, 16, and 20 MeV. The
DOSXYZ input file together with the transport parameters phase-space data were generally scored at a plane immedi-
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ately before the lowest scraper of an electron applicator. The mirror. The effective SSD for an electron point source was
photon jaw settings for a particular applicator were fixed and determined using the "pinhole" method.32'34 For photon
the field shape could be modified using a Cerrobend cutout. beams, the planar fluence distribution on a plane source was
The latter was simulated using the component BLOCK and specified in annular bins. Each annular bin had its own en-
the phase-space data were either scored immediately below ergy and angular distributions. Separate "extended" photon
the cutout or at an extended source-surface distance (SSD). sources were necessary to simulate the effect of electron and
The electron cone sizes included 6 cmX6 cm, 10 cmX 10cm, photon scattering in the target, primary collimator, and the
15 cmX 15 cm, and 20 cmX20 cm. The number of particles flattening filter. 33 The effect of the thickness of the subsource
(including electrons, photons, and positrons) in a phase- on the angular distribution was negligible and therefore ig-
space data file ranged from a few million to 50 million de- nored. Particles from secondary collimators (jaws) were
pending on the applicator size and beam energy. Three nomi- simulated by parallel bars of zero thickness. The electron
nal energies were simulated for photon beams: 4, 6, and 15 applicators were modeled using square rings of zero thick-
MV. The phase-space data were scored at a plane immedi- ness. Particles differing in charge were considered to origi-
ately above the photon jaws. The number of particles in a nate from different subsources. The origin of a particle was
photon beam file was about 50 million. Field shaping by classified using the information recorded in LATCH. The
photon jaws, blocks, and the MLC was further simulated parameter LATCH contains the region (i.e., beam defining
using BEAM and the phase-space data could be stored tem- component) number(s) where a particle had been, had inter-
porarily or used directly for dose calculations. Each of the 22 acted, or was created if it was a secondary particle. The
PCs stored an individual (statistically independent) phase- origin of a photon was considered to be the region where it
space file (or phase-space model) for each clinical beam. was created or scattered. For a charged particle, the origin is
Dose calculations for a given patient were performed on all considered to be the last nonair region in which it had been
of the PCs to reduce the simulation time. The statistical un- before it reached the scoring plane. The relative subsource
certainty of the final dose distribution was determined after intensity was determined according to the relative number of
combining the results from all 22 PCs. particles from the individual components (using LATCH)

The energy cutoffs for the accelerator simulation were with their weight properly considered. Usually, no more than
ECUT=AE=700keV (kinetic+restmass) for charged par- 10 subsources were needed to model a clinical electron or
ticles and PCUT=AP=10keV for photons. The ESTEPE photon beam.
value was 0.04. The electron range rejection option was used The reconstruction of the phase-space data was composed
for electron beams, and bremsstrahlung splitting and Russian of the following steps. First, a subsource was randomly se-
roulette were used for photon beams. The ICRU recom- lected according to the relative source intensity. The particle
mended compositions and stopping power values were used energy was then sampled from the energy distribution for the
for the materials used in the accelerator simulation.3' The subsource. For an electron beam, a position on the phantom
CPU time required for the BEAM simulation ranged from a surface was sampled for the particle based on the spatial
few hours to a few hundred hours on a single PC and the distributions of the subsource with some parameterization
corresponding disk requirement ranged from a few hundred such as the "inverse-square" relation. Because there was a
Mbyte to a few Gbyte depending on the field size and beam very weak correlation between the particle energy and the
energy. The disk requirement amounted to hundreds of position of particles from the same subsource, we sampled
Gbyte for all the beams simulated. the particle position and energy independently. A position on

the subsource would then be sampled. The position on the
C. Beam characterization subsource and the position on the phantom surface gave the

incident direction of the particle. For photon beams, the par-
It has been demonstrated that well-designed beam models ticle incident direction was sampled from the angular distri-

can be used to represent and reconstruct the beam phase- butions of the extended photon source (plane source). The
space data with the advantage of saving disk space and com- planar fluence on the scoring plane was a function of the
puting time in the accelerator simulation.32,33 In this work, planar fluence on the plane source and the angular distribu-
we have characterized our beams using a well-tested tion. The final step of the reconstruction was to correct for
multiple-source model.32'33  the effect of charged particles scattering in the air. This was

In the multiple-source model, particles coming from dif- accomplished by creating a small perturbation about each
ferent parts of an accelerator were treated as if they origi- particle's incident direction. However, this angular perturba-
nated form different (sub)sources. We used several sub- tion has no significant (within statistical uncertainty of 0.5%)
sources to model the particles from different accelerator effect on the electron depth dose or lateral dose profiles.
components. A point source was used to model the particles The multiple-source model was implemented in BEAM
coming directly from the vacuum window and traversing the and DOSXYZ. The particle planar fluence, energy spectrum,
monitor chamber and mirror without hitting any of the beam angular distribution, and other source parameters were de-
defining components such as photon jaws or applicator rived from the simulated phase-space data using BEAMDP.
scrapers. For an electron beam, the spatial and energy distri- This code produced a source data file that was read by
bution of these "direct" particles depends on the dimensions BEAM or DOSXYZ for the phase-space reconstruction. A
and material of the scattering foils, monitor chamber, and source data file usually contained a few hundred kilobytes of
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TABLE 1. Density range for the four materials used to build the Monte Carlo present. Otherwise, the same CT number range (70-1280)
simulation phantoms (a). Only air, tissue and bone were used if a lung were wsrpae ytsu ihtesm est iis(al
not__present __inthe __regions__ofinterest___(b)._ 1b). The CT slices were usually scanned at 3 mm intervals. A
(a) Phantom with a lung CT image contained 512X 512 pixels with the side of a pixel

Mateial Air Lung Tisue one equal to about 0.94 mm. CTCREATE allowed a subsection
Mateial Air Lung Tisue one of the original CT data to be included in the CT phantom.

CT number range 0-70 70-800 800-1250 1250-4000 This enabled the simulation to be performed at a resolution
Density range 0.00 1-0.07 0.07-0.80 0.80-1.28 1.28-2.88 higher than if the calculation used the entire CT volume and
(b) Phantom without a lung enabled the user to trim some of the air surrounding the

Material Air Tissue Bone patient on a typical CT image.
Caution was exercised in converting the beam setups from

CT number range 0-70 70-1250 1250-4000 the FOCUS treatment planning system to DOSXYZ. Al-
Density range 0.001-0.07 0.07-1.28 1.28-2.88 tog ohue ih-adcodnt ytma20 o

tation with respect to the x axis was needed to convert the
FOCUS coordinates to the DOSXYZ coordinates for the CT

data and its size was independent of the original phase-space data. Furthermore, the field shape on FOCUS was defined in
file size. This resulted in a disk space saving of more than a beam's eye view (BEV) while both BEAM and DOSXYZ
factor of 1000. For a l0cmX 10cm electron field, 5x X 1 5  used the patient's eye view. This required another conversion
phase-space particles were sufficient to derive the source pa- (1800 rotation with respect to the x axis for the phase space)
rameters for the beam model to achieve the same dose cal- when BLOCK and MLC components were used. We added
culation accuracy (a factor of 10 less compared to using the additional coding in DOSXYZ to handle field shaping by
raw phase-space data). The number of particles contained in electron cutouts and the MLC. The cutout shape or the MLC
the file determines the uncertainty of a phase-space data set. leaf positions were coded in BEV so that the latter conver-
This implies that, for a given set of phase-space data, the sion could be omitted. This was further facilitated by the
uncertainty in the calculated dose increases with decreasing symmetry of the phase-space data with respect to the x and y
voxel size because the number of particles traversing a voxel axes because they were either scored at a plane immediately
decreases. This problem cannot be resolved by simply recy- above the lowest scraper for electrons or immediately above
cling the phase-space particles since the statistical uncer- the secondary collimators for photons. Other considerations
tainty in the phase-space may become a systematic uncer- included gantry rotation, collimator rotation, couch rotation,
tainty in any further simulations. When the beam model is and translation.
used, however, all the reconstructed phase-space particles are
independent. Therefore, dose calculation accuracy can be re-
tained by simulating more histories if smaller voxels are E. Details of the dose calculation and measurement
used.

For dose profile calculations in water, the simulation

D. Cnvesionof T daa ad bem stupphantom was built using the DOSXYZ input file with voxel
D. Cnvesionof T daa ad bem stupdimensions and materials individually defined. The voxel di-

Conversion of the CT numbers to materials and mass den- mensions were variable according to dose gradient in the
sities was done using the code CTCREATE .2 The current regions of interest. The x and y dimensions were 1-2 mm on
version of CTCREATE, on the OMEGA BEAM 97 distribu- the beam penumbra and 5-20 mm near the field's center and
tion, reads the CT data set in both Pinnacle (ADAC, Sunny- outside the field. The dimension in the z direcjion was 1-2
vale, CA) and CADPLAN (Varian Oncology Systems, Palo mm for electron beams near dm. and in the build-up region
Alto, CA) formats. Additionally, we developed software to for photons and 2-4 mm in the rest of the phantom. For
convert CT data from the FOCUS (CMS, Inc., St. Louis, heterogeneity studies, the regions size was also set to 1-2
MO) format. Information required to run CTCREATE in- mm near the interfaces. For central-axis depth dose calcula-
cluded the CT format, the CT data file name, and voxel tions or output factor calculations, the component module
dimensions for the simulation phantom. The user could also CHAMBER was used with variable ECUT values in differ-
sample the CT data set and use various functions to convert ent regions and electron range rejection switched on. This
CT data to the densities and materials for the simulation resulted in significant CPU time savings compared with the
phantom. For any material, the mass density and CT number use of DOSXYZ, which does not include any of the variance
limits were set by the user. The density for a given voxel was reduction techniques described previously. The diameter of
assigned by linear interpolation of a mass density versus CT the scoring region was set as close as possible to that of the
number curve. Table I gives the CT number range and den- sensitive volume of the detector. The z dimensions were 1-2
sity range for the four materials used in our implementation mm near dmax and in the build-up region. In all the calcula-
(Table 1a). These were consistent with the recommendations tions, we set the transport parameters to
in an ICRU report.35 The density-effect corrections of the ECUT=AE=700keV, PCUT=AP=10keV, and ESTEPE
stopping powers for air and tissue were from another ICRU =0.04. The 1 or statistical uncertainty for the phantom dose
report.31 The lung material was only used when a lung was calculation was 1% or better by running a sufficient number
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of particle histories (e.g., 5 X 106 phase-space particles for a
10cmXl0cm electron field with 1 cm3 voxels).

For patient dose calculations, the simulation phantom was
built from the patient's CT data with up to 128X 128x 128
voxels (uniform in size). The side of a voxel varied from 2 to

5 ram. For single electron beams, a subsection of the CT data
was sometimes used to retain the spatial resolution while for
photon beams with multiple gantry angles, the entire CT vol-
ume was often used. The number of particle histories simu-
lated ranged from a few million for electron beams to up to
one billion for photon beams with nine gantry angles for an

(a) (b)
intensity-modulated radiotherapy (IMRT) treatment. The l cr
statistical uncertainty in the dose was generally 1%-2% of
the Dm,•x value. The CPU time required for an electron beam
calculation was generally at the order of a few minutes and
for a photon beam about half an hour on the 22 PC network. •:;''

• i L:, • ,
A factor of 2-3 more particle histories were needed for an (c) • • '•" •=
IMRT simulation compared to a conventional treatment plan .:•:,Sd:4
simulation while the CPU time required was still within an •'-,,.:
hour since many photons were stopped by the MLC leaves
and the average CPU time per history became lower com-
pared to that for a conventional treatment.

All measurements in this work were performed in accor-
FIG. I. (a) Mass density map and (b) the material types of a Monte Carlodance with the recommendations of the TG-25,34 TG-21,36 simulation phantom built from patient CT data. Only three materials were

and TG-39 (Ref. 37) protocols. Central-axis depth-close used in this phantom since a lung was not present. A CT artifact caused by
curves were measured in a water phantom using a Scan- a metallic object (or the contrast agent used for magnetic resonance imag-
ditronix p-type diode detector and a Wellhofer 0.1 cc scan- ing) can be seen. (c) The dose distribution in the same phantom irradiated by

nine intensity-modulated 15 MV photon fields calculated by the Montening chamber with WP700 data acquisition software. Dose Carlo method is shown (darker points correspond to higher dose).
values in the build-up region were acquired with an Attix
parallel-plate chamber in solid water phantoms. The depth-
dose curves were normalized to the maximum dose value
Dmax at the depth dmax The transverse profiles at depths of
interest were acquired either with the diode detector or with Carlo by simulating the dose in water and in a low density
Kodak films that were optically scanned and calibrated. The cavity of the same volume as the chamber air cavity. The
transverse profiles were normalized to the central-axis values effect of the chamber wall and the central electrode was ig-
at each depth. The output factor measurement was performed nored in the heterogeneity correction factor measurement.

with a PTW/Markus parallel-plate chamber. The water-to-air
stopping-power ratios used for the conversion from the mea-
sured ionization to the dose to water were calculated in this
work using the Monte Carlo simulated beam phase-space
data. They differed only slightly (within i.5%) for small field F. Display of the 3D dose data

sizes from the TG-21 values, which were derived from broad Software was developed to convert the 3D dose data gen-
beams of monoenergetic electrons. The variation of the per- crated by DOSXYZ for display on a commercial treatment
turbation corrections with depth for the PTW/Markus cham- planning system (FOCUS). Rebinning of the 3D dose data
ber was ignored in the output measurements. The measure- was possible. However, the same dose grids were used in this
ment uncertainty was estimated to be i% or less for large work when comparing with the dose calculations done by the
fields where electron lateral equilibrium was established and commercial RTP system. Details in the isodose plotting rou-
about 2% for smaller fields. The same experimental proce- tine and the differences in the dose grids may introduce ad-
dures as those reported in Ref. 38 were used for the measure- ditional differences in the isodose curves. To be consistent
ment of the inhomogeneity corrections in layered phantoms, with the commercial system, we also zeroed the dose in the
The inhomogeneity correction factor was defined as the ratio air surrounding the patient's body for the Monte Carlo cal-
of the dose in a heterogeneous phantom to that in homoge- culated dose data. The normalization point for the Monte
neous water. A 0.6 cc Farmer chamber was used for the Carlo plan was either at Dmax or at a specified voxel, consis-
water phantom measurement and a 0.1 cc P'I'W chamber was tent with the plan calculated by the commercial system. Fig-
used lbr the heterogeneous phantom measurement. The ion- ure 1 shows the density and material map used for a patient
ization ratios were converted to the dose ratios using the simulation and the dose distribution for an IMRT plan of
calculated stopping-power ratios in the phantom. The re- nine 15 MV photon fields calculated using the Monte Carlo
placement correction factors were calculated using Monte method.
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III. RESULTS AND DISCUSSIONS LAYERED BONE CENTRAL AXIS
(6 MV, 10 cm x 10 cm)

A. Comparisons in homogeneous phantoms
1.10 "

We commissioned the radiotherapy beams from our three S•V MIEASUPED

clinical accelerators, Varian Clinac 1800, 2100C, and 1.05 Bone -. o- -M.o.MCAnLO

2300CD. The nominal energy of the electron beams ranged dOCUS __ F
f') • • OCUS SUFPERwPOSrFP, N

from 6 to 20 MeV and the field size ranged from I cmX l cm , 1.U S

to 20cmX20cm, shaped using either an electron applicator Z

or a cutout. The nominal energies of the photon beams were o.95 - 0
4, 6, and 15 MV. The commissioning procedure included the 6..

following steps: (1) verification of the accelerator specifica- 0.90-1 _, "_---_ -

tions, (2) measurement of the dose distributions and various
correction factors for wedges, blocks, electron applicators, 0.&5

and cutouts, (3) simulation of the phase space for each field/ 0 2 4 6 a 10 12 14 16

beam, (4) calculation of the dose distributions, and (5) com- (a) DEPTH (cm)

parison of the calculated and measured dose distributions.
Steps (3)-(5) were repeated by changing the simulation pa-
rameters in the input file (such as the electron incident en- LAYERED LUNGCENTRALAXIS
ergy or the diameter of the pencil beam) until the difference 1.20- (6MV,10cmxl0cm)
between the Monte Carlo calculated dose distributions
agreed with the measurements to 2% of Dmax. Detailed de- 1.15- Lung
scriptions of these results are reported elsewhere.22

o1.10.

We compared the Monte Carlo calculated output factors
with the measured values and obtained good agreement (gen- 0 5 ,,

erally within 2%) for various photon and electron field 05 . MEASURED

shapes and sizes. This gave us confidence in computing the C 1.00 -- o- MONTE CARLO

monitor units for Monte Carlo calculated treatment plans. ° -Focus FFT
Since electron output factors are routinely measured with 09O SUPERPOSmON
film at the depth of Drmax, the measured output factor for 0_90

small irregular electron fields might be quite uncertain. For 0 2 4 6 8 10 12 14 16 18
example, a shift of a few mm in the depth of Dmax for a 6 (b) DEPTH (cm)
MeV beam could result in a change in the measured output FIG. 2. Comparisons of heterogeneity correction factors calculated by Monte
factor by 5%- 10%. By calculating the output factors using Carlo, by FOCUS (FFT convolution, and by superposition convolution), and
Monte Carlo simulations, we reduced this uncertainty down by measurements for a 6 MV beam: (a) in a layered-bone phantom for a
to about 3%.19 The D max for the small irregular field was 10cmx10cm field and (b) in a layered-lung phantom for a 10cmXl0cm
found by searching the whole simulation phantom. The cal- field. The field size is defined at 100 cm SSD.

culation was completed in 0.5-1 h on the FOCUS treatment-
planning computer (an SGI R4400 250 MHz workstation). B. Heterogeneity corrections

The depth-dose curves and lateral profiles calculated us-
ing the Monte Carlo method agreed well with the measured Comparisons of dose distributions in heterogeneous phan-
data. Both the original phase space and the phase space re- toms measured using ionization chambers and calculated by
constructed using our multiple-source model were used for Monte Carlo simulations were made for the photon and elec-
the Monte Carlo simulations in this work. The dose distribu- tron beams available on our accelerators. The heterogeneity
tions were consistent at a ]%-2% level for all the photon corrections, calculated as the ratio of the dose at a point in a
and electron beams investigated. 22' 23 The characteristics of heterogeneous phantom to that at the same point in a water
the electron beams for the Varian Clinac 2100C accelerator phantom, are shown in Fig. 2 for a 6 MV photon beam and in
were similar to those reported in Ref. 32 except for the elec- Fig. 3 for a 12 MeV electron beam. The densities of the lung
tron incident energy at the vacuum exit window. A separate and bone materials were 0.272 and 1.83 gcm- 3, respec-
study 33 also showed that the change in the depth-dose curves tively. The same composition and mass density values were
or dose profiles due to small variations in electron incident used in the Monte Carlo simulations.
energy (2%-3%) or field size (a few mm) could be predicted Figure 2(a) shows the correction factor for a water-bone-
using the multiple-source model by varying the correspond- water phantom. The bone material was 3 cm thick and placed
ing source parameters. This means that the source parameters 3 cm below the solid water surface. The solid water behind
derived from the phase-space data for a clinical accelerator the bone slab was 12 cm thick. The Monte Carlo calculated
can be adjusted to reconstruct the phase space of a beam of correction factors agreed to within 0.5% of the measured
the same nominal energy and field size for another accelera- values. Similar agreement was achieved for other beam en-
tor of the same type. This can be achieved by comparisons ergies (not shown). It is interesting to note that the dose
with the measured beam data for the second accelerator. 33  values near the interfaces were significantly perturbed (re-
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LAYERED BONE CENTRAL AXIS and it showed some improvement in the dose calculations
(12 MeV, 3 cm x 3 cm) with heterogeneous phantoms over that of the conventional

1.1 algorithm. However, differences of up to 5%-10% were still
1 .e9 -un o-., - found in heterogeneous phantoms between the FIT convolu-

0.91 tion algorithm and measurements (see Fig. 2). A superposi-
U0.8 1 '/ tion convolution algorithm is currently being implemented in

0.79S0.7 :1 FOCUS, that can handle the photon scatter component more
Z 0.6 ,

0.5• ./ accurately but still cannot predict the dose in the regions
.MASURED adjacent to the interfaces. It should be noted that the correc-

M P.n MONECAL"".on3 -O MONTECA-LO tion factors given in Fig. 2 were calculated as the ratio of the
0.2 1 U' dose to the medium in the heterogeneous phantom to the
0.1 -dose to water in a homogeneous water phantom. While real

0 • lung and bone materials were used in the measurement and
3 2 4 5 6 7 8 9 10 11 the Monte Carlo calculations, the FFT and superposition

DEPTH (em) convolution methods used water (with different electron den-
sities) in both phantoms. Thus, comparisons of the correction

(a) factors in lung and bone regions could not be made directly
without properly converting the dose values to the same me-
dium.

Figure 3(a) shows the heterogeneity correction factors for
LAYERED LUNG CENTRAL AXIS a layered water-bone-water phantom irradiated by a 12

(12 MeV, 3 cm x 3 cm) MeV electron beam. The field was 3 cmX3 cm at the phan-

20 tom surface. The bone slab was 3 cm below the water surface
0 0 MEASUFIM and 1 cm thick. The solid water behind the bone slab was 12

5 - 4ocu O cm thick. Both the Monte Carlo and the FOCUS pencil beam

zun 0o results agreed with the measured data except for deeper010 GO.oS Lung depths (6-8 cm) near the practical ranges of the primary
/r 0 electrons. However, the dose values at these depths were

, 1. 6 10small and therefore the actual effect was small. Figure 3(b)
0 .. . .. shows the corresponding results for a layered water-lung-

0 1 2 3 4 5 6 7 8 9 10 11 water phantom irradiated by a 12 MeV electron beam with a
DEPTH (cm) 3 cmX3 cm field. The lung slab was 5 cm thick and placed 3

cm below the solid water surface. The solid water was 10 cm
(b} thick behind the lung slabs. Again, the results were consis-

FIG. 3. Comparisons of heterogeneity correction factors calculated by Monte tent between the calculations and the measurements except
Carlo, by FOCUS (3D pencil beam), and by measurements for a 12 MeV for larger depths (5-9 cm) where the FOCUS pencil beam
electron beam: (a) in a layered-bone phantom for a 3 cmX3 cm field and (b) predicted greater corrections compared to Monte Carlo and
in a layered-lung phantom for a 3 cmX3 cm field. The field size is defined at measurements. In general, the FOCUS pencil beam algo-
100 cm SSD.

rithm worked well for layered heterogeneous phantoms, as
has been demonstrated by previous investigators. 43

quiring up to 10% correction) due to the differences in the
photon fluence and electron fluence between the heteroge- C Electron beam plans
neous and the water phantoms. The effect of electron dis-
equilibrium diminished at a distance of 1.5 cm from the We now compare the dose distributions for electron
bone-water interface, Beyond this point, the heterogeneity beams in different CT phantoms built from patient's CT data
correction mainly accounted for the perturbation effect computed by a commercial 3D treatment-planning system
caused by the photons. Figure 2(b) shows the heterogeneity (the FOCUS system) and by Monte Carlo simulations. The
correction factors for a layered water-lung-water phantom plans were first made on the FOCUS system and then the
irradiated by a 6 MV photon beam. The field size was same beam setup was used in the Monte Carlo simulations.
10 cmX 10 cm defined at 100 cm SSD. The lung slab was 5 The Monte Carlo calculated 3D dose data were put back into
cm thick, and placed 3 cm below the solid water surface. The the FOCUS system as separate plans for display.
solid water was 12 cm thick behind the lung slab. The beam Figure 4 shows the dose plans for a nasal cavity treatment
axis was centered between the lung blocks. The agreement using a 6 MeV electron beam. The field was 4 cmX4 cm
between the Monte Carlo calculations and the measurements defined at 100 cm SSD. Both the FOCUS and the Monte
was well within 1%. Our results were consistent with the Carlo plans showed hot spots beside the bony structures.
findings reported in the literature for similar geometry. 21 ,38- 42  However, the locations of the hot spots were shifted a few

Recently, a fast fourier transform (FFT) convolution algo- millimeters. The Monte Carlo calculations also predicted a
rithm was implemented and tested in the FOCUS system, few more local hot spots which were caused by electron
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(a)

(a) (b)

FIG. 5. Treatment plans for a nasal cavity case using a 12 MeV electron
beam calculated (a) by Monte Carlo and (b) by the FOCUS 3D RTP system.
The electron field is 4 cmX4 cm defined at 100 cm SSD (4 cmX4 cm cutout
on a 10 cmiX 10 cm applicator).

tributions using the Monte Carlo method for some frequently

(b) used boost fields. It took from half of an hour to a couple of
hours of CPU time on our RTP computer to complete an
electron beam Monte Carlo plan. The improvement in the

FiG. 4. Treatment plans for a nasal cavity case using a 6 MeV electron beam

calculated (a) by Monte Carlo and (b) by the FOCUS 3D RTP system. The dosimetry accuracy with the use of the Monte Carlo dose

electron field is 4 cmX4 cm defined at 100 cm SSD (4 cmX4 cm cutout on calculation was often significant (>5% of the D max value and
a 10 crnX 10cm applicator), a >5 mm shift in the isodose lines). This makes the Monte

Carlo dose calculation a valuable component in a RTP sys-
tem for electron beams despite its CPU time requirement.

scatter from the bony structures in the upper or lower CT
slices. This was not observed in the FOCUS plan. In general, D. Photon beam plans
the dose distributions in water calculated by the FOCUS sys-
tem were consistent with the measurements (at 2%-5% Significant discrepancies between the Monte Carlo calcu-

level). However, significant discrepancies (more than 15%) lated patient dose plans and the FOCUS plans were also

were found for oblique incidence or in the presence of het- found for photon beams. The conventional photon dose cal-

erogeneities such as lung or bone. The CT phantom in Fig. 4 culation algorithm used in the current FOCUS system did not

was much more complex than the layered experimental properly account for the change in the photon scatter com-
phantoms used in Figs. 2 and 3. The electron fluence was ponent in the presence of heterogeneities such as lung and

perturbed by the effect of missing tissue and by the presence bone. The patient dose calculations showed that the doses

of bony structures and air cavities. The overall result was a were often underestimated in the regions behind large bony

reduced treatment range, as predicted by the Monte Carlo structures and overestimated in and behind the lung. This is

simulations. primarily due to the inappropriate treatment of the photon

Figure 5 shows another nasal cavity treatment using a 12 scatter and the lack of electron transport considerations. Fig-

MeV electron beam. The field was 4 cmX4 cm defined at ure 6 shows a photon beam plan calculated by Monte Carlo

100 cm SSD. Again, the dose distributions differed signifi- and by the FOCUS system. Part of the target received about

cantly between the FOCUS predictions and the Monte Carlo 10% less dose compared to the prescribed value. These re-

simulations in terms of the locations of the hot spots and the suits were confirmed by our layered water-lung-water
isodose lines. For example, the 50% isodose lines differed by phantom measurements (Fig. 2). Our findings were consis-

more than 1 cm. The Monte Carlo calculated dose distribu- tent with the results and analysis by previous

tions also showed more variations due to the presence of the investigators.'1,3-5,20,21,38-42,44-47

air cavities and bony structures whereas the FOCUS dose To explore the effect of full photon and electron transport

distributions looked smooth and uniform. in photon beam dose calculations, we show in Fig. 7 an

In general, significant discrepancies were found between IMRT treatment plan calculated by both Monte Carlo simu-
the Monte Carlo plans and the plans calculated using the 3D lation and the CORVUS treatment-planning optimization

pencil beam algorithm implemented in the FOCUS system in system (NOMOS Corp., Sewickley, PA). The plan was gen-
the regions near air cavities or/and bones, as well as with erated using the CORVUS system for 6 MV photon beams

oblique incidence, small irregular fields, or/and extended with nine gantry angles. CORVUS also produced the MLC
SSDs. Since electron boost fields were not always planned leaf sequence files for operating the Varian dynamic MLC

on a RTP system, it was necessary to compute the dose dis- (Varian Oncology Systems, Palo Alto, CA). The same leaf
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(a)

FIG. 6. Treatment plans of an AP/PA lung treatment with a 6 MV photon (b)
beam calculated (a) by Monte Carlo and (b) by the FOCUS 3D RTP system
using the Clarkson algorithm with pixel-by-pixel heterogeneity corrections FIG. 7. Dose distributions for an IMRT case with nine intensity-modulated 6
applied. The field size is 8 crnX9 cm (at 100 cm SSD) and is further defined MV photon fields calculated (a) by Monte Carlo and (b) by the CORVUS
by Cerrobend blocks. In (a) and (b) the isodose lines given are 10%, 50%, inverse-planning system. The isodose lines given are 10%, 20%, 30%, 40%,
75%, 80%, 85%, 90%, and 93% of the dose maximum. 50%, 60%, 70%, 80%, and 90% of the dose maximum. The patient geomn-

etry is the same as that in Fig. 1.

sequence files were used in the Monte Carlo simulation to mesrenstabu3%iacyndclwtrphto
achive odultio ofthe hotn flenc usng te smu- with various hypothetical target shapes. This indicates that

lated phase-space data. Reasonable agreement was found in tramnplsfohmgeoupatms(chste

dithemributionsendteoMontegCroprdions whilee ine thVS oe prostate) may be adequate but they may not be so for treat-distibuion an theMone Crlopreictins hil inthe ment sites near heterogeneities such as the air-tissue, lung-regions near large bony structures (such as the spinal cord) tissue, and tissue-bone interfaces. We have verified the "op-
differences of more than 10% could be seen. This increase in timized" dose distributions generated by the CORVUS
the dose to the spinal cord was thought to be due to electron sytmfrtetetstsivlig yml age oue
scattering from the surrounding bone, which might not be syshtemrorgretenetisies invtecaeolvingasmall targtet, volumesd
modeled properly by CORVUS using a "finite size pencil ncand htherogeneitising the aste ofCasal caimtiens, heDiand
beam" agrtmAlhuhtepoobemwreopti- ferences of over 10% were observed in the regions within ormized to avoid the cord, electrons could reach the cord and na o-est aeil uha h ugadarcvte
the dose to the cord was enhanced due to the high-density adnear low-density materilsuchur as. teln narcvte
material surrrounding it. Each beam going through the ver-g y
tebra may contribute only a few percent more dose to the IVSUMR
cord due to the uncertainty in the beam penumbra. The over- VSUMR
all effect from all nine beams was a more than 10% increase We have implemented the BEAM and DOSXYZ Monte
in the dose to the cord. Another possible reason was the Carlo codes for radiotherapy RTP dose calculations. The
approximation in the photon leakage correction; the effect of implementation included the simulation and characterization
leaf leakage may be underestimated in the regions in a pho- of the clinical radiotherapy beams, the conversion of the pa-
ton field where the beam intensity was supposed to be close tient CT data and beam arrangement for patient dose calcu-
to zero. lations, and software development for efficient dose calcula-

It should be mentioned that the photon dose calculation tions and display of the Monte Carlo 3D dose data on the
algorithm used in the commercial treatment-planning optimi- existing treatment-planning system.
zation system was demonstrated to be accurate (about 2% for Comparisons of the dose distributions in water calculated
relative dose profiles and 3%-4% for absolute dose) for ho- by Monte Carlo simulations and the measurements showed
mogeneous (water) phantoms. 48 The dose distributions given general agreement within 2% for various clinical beam set-
by the CORVUS system agreed with the Monte Carlo and ups for electron beams as well as for photon beams. Monte
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Abstract. Restricted mass collision stopping-power ratios for electron beams from a scatter-
foil medical linear accelerator (Varian Clinac 2100C) were calculated for various combinations
of beams, phantoms and detector materials using the Monte Carlo method. The beams were of
nominal energy 6, 12 or 20 MeV, with square dimensions 1 x 1 cm2 to 10 x 10 cm 2 . They were
incident at nominal SSDs of 100 or 120 cm and inclined at 900 or 300 to the surface of homogeneous
water phantoms or water phantoms interspersed with layered lung or bone-like materials. The broad
beam water-to-air stopping-power ratios were within 1.3% of the AAPM TG21 protocol values
and consistent with the results of Ding et al to within 0.2%. On the central axis the stopping-power
ratio variations for narrow beams compared with normally incident broad beams were 0.1% or
less for water-to-LiF-100, graphite, ferrous sulfate dosimeter solution, polystyrene and PMMA,
0.5% for water-to-silicon and 1% for water-to-air and water-to-photographic-film materials. The
transverse variations of the stopping-power ratios were up to 4% for water-to-silicon, 7% for water-
to-photographic-film materials and 10% for water-to-air in the penumbral regions (where the dose
was 10% of the global dose maximum) at shallow depths compared with the values at the same
depths on the central axis. In the inhomogeneous phantoms studied, the stopping-power ratio
correction factors varied more significantly for air, followed by photographic materials and silicon,
at various depths on the central axis in the heterogeneous regions. For the simple layered phantoms
studied, the estimation of the stopping-power ratio correction factors based on the relative electron-
density derived effective depth approach yielded results that were within 0.5% of the Monte Carlo
derived values for all the detector materials studied.

1. Introduction

In radiotherapy dosimetry protocols (AAPM 1983, IAEA 1987), the use of restricted mass
collision stopping-power ratios is recommended for electron beams to convert the absorbed
dose to the detector materials to the absorbed dose to the irradiated media. However, the
recommended ratios for electron beams commonly used in radiation therapy were calculated
by Berger using Monte Carlo techniques for monoenergetic, monodirectional, infinitely wide
electron beams that were perpendicular to semi-infinite water phantoms (AAPM 1983). The
TG21 protocol (AAPM 1983) suggests periodic revision of these data to accommodate
improved calculation procedures. Recent Monte Carlo calculations of these ratios for
broad scattered or scanned realistic-electron beams from various linear accelerators indicated

* Presented at the 40th Annual AAPM Meeting (9-13 August 1998, San Antonio, Texas).

t Address for correspondence: Room A-042, Division of Radiation Physics, Department of Radiation Oncology,
300 Pasteur Drive, Stanford University School of Medicine, Stanford, CA 94305, USA.
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agreement with the protocol-recommended values to within 1.5% and 0.5% respectively for
water-to-air stopping-power ratios at the depth of maximum dose dma, (Ding et al 1995). Larger
discrepancies were noted at some other depths. The dependence of water-to-air stopping-
power ratios on beam characteristics, energy spectra and photon contamination has thus been
demonstrated by this and other studies in the literature (Nahum 1978, ICRU 1984a, Andreo
1988, Andreo et al 1989, Andreo and Fransson 1989, Klevenhagen 1994, Ding et al 1995).

In this paper we extend these studies using Monte Carlo techniques to a variety of
electron beam, phantom and detector combinations-in particular for conditions where lateral-
scatter equilibrium is degraded compared with broad-beam conditions (ICRU 1984a, AAPM
1991). With the reduction of field size, the associated loss of lateral-scatter equilibrium
is known to cause significant spectral changes (Brahme 1977, Nilsson 1985, Andreo et al
1989) and cause the absorbed dose profiles to be markedly different than those in broad-
beam conditions (Brahme 1977, McGinley et al 1979, Hogstrom et al 1981, Sharma et al
1984, AAPM 1991). Therefore it is not unreasonable to expect changes in the stopping-
power ratios due to the associated spectral variations (Ma et al 1997, Zhang et al 1998).
In this paper we quantitatively re-evaluate the AAPM-recommended stopping-power ratios
(AAPM 1983, 1991) by incorporating Monte Carlo derived phase-space data (Kapur et al
1998) for narrow electron beams. Variations of stopping-power ratios for medium-to-detector
in both homogeneous and heterogeneous media, and therefore the relevance of using stopping-
power ratio correction factors for dose measurements in heterogeneous phantoms using various
detectors, will be discussed.

The AAPM notation of spectrum-averaged restricted mass collision stopping-power ratios
for medium 'med' to detector 'det' (L/p)md will be used throughout the text. Except where
otherwise indicated they will be referred to as 'stopping-power ratios' for brevity. Calculations
are performed for a Varian Clinac 2100C medical linear accelerator that consists of a dual-
scattering foil system to flatten the beams at depth in water phantoms. Scatter-foil linacs
produce electron beams with a broader spectrum than those from scanning beam linacs so that
larger discrepancies from the idealized beams used for the AAPM TG21 stopping-power ratio
calculations can be expected with scatter-foil linacs (Ding et al 1995). The stopping-power
ratios are calculated in accordance with a modified version of the Spencer-Attix formulation
(Spencer and Attix 1955) of the Bragg-Gray cavity theory (Bragg 1912, Gray 1936) as
recommended by TG21 (AAPM 1983), IAEA (1987) and ICRU (1984a).

2. Theory

2.1. Homogeneous phantoms

When a detector is placed in a medium that is exposed to electron-beam radiation, the primary
electrons and secondary electrons generated in the medium deposit energy in the radiation-
sensitive region of the detector. From direct or indirect measurement of this deposited energy,
the dose to the detector material can be calculated. The dose to the detector material can be
related to the dose to the medium in the absence of the detector. Cavity theories in the literature
that deal with the dose-conversion range from the simple Bragg-Gray theory (Bragg 1912,
Gray 1936) to the Burlin general-cavity theory (Burlin 1966, 1968, Burlin et al 1969) and
its various modifications (Holt et al 1975, O'Brien 1977, Ogunleye and Paliwal 1985). The
stopping-power ratios play an integral role in the dose conversion.

According to the Bragg-Gray theory the dose to the medium 'Dmed' is related to the dose
to the detector material 'Ddet' using the unrestricted mass collision stopping-power ratio of
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the medium to the detector (-/p)`d as follows:
- nd

Dined = Ddet(S/P)det (1)

Spencer and Attix (1955) replaced (-/p)"d in equation (1) by (L/p)dd (restricted mass
collision stopping-power ratio of the medium to the detector) to yield the following expression

- md

Dmed = Ddet(n/P)det. (2)

The difference between the theories stems from the different treatment of energy loss
processes occurring during radiation transport. While the Bragg-Gray theory assumes
continuous energy loss for primary electrons, the Spencer-Attix theory considers energy
loss to be continuous for electrons with energy below a certain threshold. In both these
theories, however, the underlying assumption is that the detectors are small so that they do not
significantly perturb the electron fluence by virtue of their presence.

In the ICRU 35 (ICRU 1984a) and TG21 (AAPM 1983) reports, the dose conversion
process applicable to detectors used in radiotherapy dosimetry is decoupled as follows. The
perturbation in the fluence of electrons incident on the detector due to the presence of the
detector is addressed by calculating a perturbation factor (Harder 1968) and identifying the
effective point of measurement (Skaggs 1949) of the detector. The spectrum-averaged mass
collision stopping-power ratio of the medium to the detector material is then applied to the
perturbation-corrected dose absorbed by the detector. The two-step process yields the dose
that would be absorbed by the medium in the absence of the detector. The final expression
that can be used for the dose conversion is thus

Dmed = Ddet(L/p)md P. (3)
Here P = H-i Pi is the product of various terms Pi and equivalent to the perturbation factor

(Ma and Nahum 1994) that takes into account the changes in the fluence and mean energy due
to the presence of the detector. The final expression thus contains the stopping-power ratio
which will constitute the subject of this paper.

In the Spencer-Attix formulation of the Bragg-Gray theory, secondary electrons are
further classified based on the choice of an energy threshold 'A'. This threshold is selected
by comparing the mean chord length (Spencer and Attix 1955) of the detector with the finite
range of those electrons that can just cross it. Secondary electrons that have energy below this
threshold are treated as 'track-ends' and assumed to deposit all their energy locally through
continuous processes within the detector. If equilibrium exists for these secondary electrons,
the assumption of local energy deposition is justified. Electrons with energies higher than the
cut-off are assumed to originate outside the detector and to deposit part of their energy locally
in the detector. The amount of energy deposited locally can be calculated using the restricted
mass collision stopping-power for the detector material at these energies. While the use of
the same threshold A for the medium and the detector is not rigorous since electrons would
have different ranges in the two, Burch's attempt (Burch 1955, 1957) to treat it differently
and as 'tail-ends' as opposed to 'track-ends' did not yield an analytical solution. Fortuitously
the water-to-air stopping-power ratios are not critically sensitive to the cut-off energy (AAPM
1983, ICRU 1984a). Thus for practical reasons the Spencer-Attix approach is recommended
by standard protocols for the dose conversion process using stopping-power ratios (AAPM
1983, 1991, IAEA 1987). When secondary electronic equilibrium exists, the stopping-power
ratios based on Bragg-Gray approach or its approximate formulation by Harder (1965) yield
results that are similar to those obtained using the Spencer-Attix approach for water to solid
or liquid detector materials (ICRU 1984a).

The spectrum-averaged Spencer-Attix restricted mass collision stopping-power ratio is
calculated by adding the track-end contributions from A to 2A to the integrated fluence-
weighted restricted mass collision stopping-power for the energy components greater than 2A
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for the medium and detector separately and then taking their ratio (Spencer and Attix 1955).
Nahum modified the Spencer-Attix approach for the approximate treatment of the track-end
terms by obtaining the product of the fluence of electrons with energy less than or equal to A
and the unrestricted mass collision stopping-power ratio (S/p) at the cut-off energy (Nahum
1978). In his approach the lower limit of integration is changed from 2A to A. The stopping-
powers contributed for each energy component greater than the cut-off can be alternatively
weighted by the track lengths of the particles. This leads to the same results as the fluence-
weighted approach (Berger 1987). The final expression for the stopping-power ratios is thus
given as follows

-fEma t-'med( L (E, A))red dE + c)-edA(S(A ))med- mP) ed -= J X -E P' A) (E
(Z/P~det -fEmax Ormed (E A)(L(E, A))det dE + qed A((A))det 4)

Here 'Emax' is the maximum energy in the spectrum and 'cImed' is the fluence of electrons atYE

energy 'E' in the medium at the region of interest.

2.2. Heterogeneous phantoms

In heterogeneous phantoms, such as those used for the verification of dose calculation
algorithms (Shiu et al 1992, Ayyangar et al 1993), measurements of dose with suitable detectors
are required. These detector measurements can be converted to the dose of interest according
to equation (3). The dose of interest may be the dose to the actual material of the medium or to a
small mass of water contained within that medium. The dose to the medium may be converted
to the dose to a small mass of water contained within the medium using the stopping-power
ratio of water to the medium. The dose measured in heterogeneous phantoms can be compared
with the dose in water phantoms measured using the same detectors to study the effects of the
heterogeneities (Prasad et al 1984, Prasad and Bassano 1989, El-Khatib et al 1992, E1-Khatib
and Connors 1992) using a heterogeneity correction factor 'HCF'. The HCF is defined as the
ratio of dose in a heterogeneous phantom 'Dhet' to dose at the same point in a water phantom
'Dwater'. Using equation (3), this may be expressed as follows:

het Dhet _ [ ]het[(L/p)hetih~t [P hetjhetl_].•Fht __ Dhe __ -Udt] k~t//3detl rdet
HCF-2twter Owater et ]water L (L / ) water ]water [p water water

Dw ter [ detl' Lt / det l *det
he, het bet

(Ddet)water(SPRCF) water (PCF)water (5)

where

b- h eteh e t
(SPRCF) water- [((/P)et6)[(L /p,)]a

t
er]water(6

and

P[phet]het

[p(wat
er]water

Here the SPRCFs and PCFs are the stopping-power ratio correction factors and perturbation
correction factors respectively. The SPRCF at a given voxel for a given detector measurement
is defined as the ratio of the stopping-power ratios for the medium-to-detector to water-to-
detector evaluated at the corresponding energies in the voxels in the two phantoms. In this
notation the phantom is identified in the superscript outside the square brackets. The PCFs
will not be addressed in this paper.



Stopping-power ratios for clinical electron beams 2325

3. Materials and methods

3.1. Electron beams

Varian Clinac 2100C (Varian Oncology Systems, Palo Alto, CA) electron beams of 6, 12

and 20 MeV nominal energy, collimated by Type III accessories (that consist of open-walled

applicators with matched scattering foils) were used for this study. Beam sizes as projected

at a nominal SSD of 100 cm varied from 1 x 1 cm 2 to l0 x 10 cm 2 . Air gaps of 5 or 25 cm
from the lowermost scraper of the applicator were studied. Angles of incidence of these

beams as defined by the angle between the central axis of the beams and the surface of the

irradiated phantoms were chosen to be either 90 or 30 degrees corresponding to normal or

oblique incidence.
In addition broad, mono-directional and mono-energetic beams of energy 6, 12 and

20 MeV incident at 90' to water phantoms were also studied. The stopping-power ratios

calculated for these beams were compared with the values tabulated in the TG21 report (AAPM

1983) for similar beams.

3.2. Phantoms

The homogeneous phantoms simulated were composed of water. The heterogeneous phantoms

simulated consisted of slabs of lung 'LN4' or bone-like materials 'SB3' (White et al 1977,

White 1978) thicknesses of 5 and 3 cm respectively, sandwiched between layers of water (see

inserts in figure 7). They were placed beneath a 3 cm slab of water. The physical densities

of the heterogeneous materials were 0.3 g cm- 3 and 1.8 g cm- 3 respectively. The relative

electron densities were calculated to be 0.29 and 1.70 respectively. The phantom dimensions

were 20 x 20 x 10cm3.

3.3. Detector materials

The detector materials were air, graphite, ferrous sulfate dosimeter solution, photographic

emulsion, silver halides, lithium fluoride (in TLD-100 chips), polymethyl methacrylate

(PMMA), polystyrene and silicon. The physical composition of these materials was derived

from ICRU Report 37 (ICRU 1984b). For graphite, a bulk density of 1.7 g cm- 3 as well as

a crystallite density of 2.265 g cm- 3 were studied. For films, to separate the gel and silver

halides, both photographic emulsions and silver halides were studied.

3.4. Cross-sectional data

The stopping powers for all these materials were obtained using the code PEGS4 (Nelson

et al 1985) with the density effect corrections of ICRU Report 37 as implemented by Duane

et al (1989). The exceptions were the lung and bone-like materials for which density-effect

corrections were evaluated with PEGS4 using the in-built Sternheimer-interpolation scheme

(Sternheimer et al 1982). The ionization potentials for the compounds were evaluated in

PEGS4 using Bragg's additivity rule for compounds (Bragg and Kleeman 1905).

3.5. Phase-space files

Phase-space files for the beams studied were obtained from previous calculations (Kapur et al

1998) using the Monte Carlo code EGS4/BEAM (Nelson et al 1985, Rogers et al 1995) for a
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nominal SSD of 100 cm at a plane perpendicular to their central axes. The broad-beam phase-
space file was calculated for the open 10 x 10 cm 2 applicator. The narrow-beam phase-space
files were calculated for cut-outs on 6 x 6 cm 2 applicators.

3.6. Calculation procedures: the Monte Carlo code

The code DOSXYZ (Ma et al 1995) was modified to score on the fly the mean kinetic energy of
charged particles and the stopping-power ratios for the medium to several detectors in voxels
of the calculation grid.

In this code, the mean kinetic energy of charged particles with energy greater than the cut-
off energy ECUT (Rogers 1984) is calculated for each voxel using a commonly used procedure
(Andreo and Brahme 1981, Rogers and Bielajew 1990, Malamut et al 1991, Ding et al 1996).
The procedure is to determine the kinetic energy at the mid-point of the curved tracks of the

charged particle and to compute the average of this mid-step kinetic energy over all the track
lengths in that voxel.

Stopping-power ratios for the medium-to-detectors are calculated by a similar averaging
procedure for each voxel. If the energy of the charged particle exceeds ECUT, the mass
restricted stopping-power is obtained at the mid-step energy of the track for the medium in
the voxel and is weighted by the track length. The product so obtained is the dose absorbed
by the medium from the track being considered in that voxel. It is accumulated in a register
for the medium. Simultaneously, the mass restricted stopping-power for each detector of
interest for the same mid-step energy is weighted by the same track length and accumulated in
registers for each detector. However, if the energy of the charged particle falls below ECUT
the register for the medium is incremented by this energy while the registers for the detectors
are incremented by the product of this energy and the ratio of the restricted stopping powers
for detector-to-medium evaluated at energy A. The differences between the use of the cut-off
energy or the EGS4 generated energy for the track-end contributions have been ignored. The
ratio of the composite values accumulated in the registers for each voxel for the medium to the
detectors yields the stopping power ratios.

3.7. Selection of parameters

In this study we chose to use ECUT = AE = 521 keV and PCUT = PE = 10 keV. These
values were used for the calculation of stopping-power ratios for water-to-air in major protocols
(AAPM 1983, IAEA 1987) and studies in the literature (ICRU 1984a). The cut-off value
of 10 keV kinetic energy corresponds to electrons with a range (continuous slowing down
approximation) of approximately 3 mm in air (ICRU 1984b). In order to account for the range
of electrons in the continuous slowing down approximation for other detectors considering
the typical sizes of the other detectors, separate calculations were also performed for broad
clinical beams using ECUT = AE = 611 keV. For the homogeneous phantoms, a value of
ESTEPE = 0.04 was employed with the PRESTA algorithm (Bielajew and Rogers 1987).
The differences between water-to-air stopping-power ratios calculated using either this value
of ESTEPE or a more conservative value of 0.01 were insignificant. For the heterogeneous
phantoms ESTEPE = 0.01 was used for more accurate estimations of the stopping-power ratio
variations in the interface regions between water and the heterogeneities (Nahum 1987). The
voxels in the calculation grids were cubes with 3 mm sides. A sufficient number of histories
were accumulated in the calculations to reduce the statistical uncertainties in the water-to-air
stopping-power ratios to less than 0.1% at dmax.
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Figure 1. Central axis water-to-air stopping-power ratios for broad beams (ECUT AE =

521 keV). Bold full curves are values obtained from this study for Varian Clinac 2100C 6, 12 and
20 MeV beams (R 50 calculated 2.33, 4.97 and 8.29 cm respectively). Dotted curves are AAPM
TG21 values obtained using E0 = 2.33R 5o. Broken curves are AAPM TG2I values obtained
using the Rogers and Bielajew procedure (1986). Triangles are values obtained using the universal
equation by Burns et al. Full circles are values from NRC, Canada for Siemens KD2 6 and 21 MeV
beams with R50 of 2.29 and 8.28 cm respectively. Stars are values for a Philips SL75-20 20-MeV
beam with R5 0 of 8.06 cm from NRC, Canada.

4. Results and discussion

4.1. Broad electron beams

The dose distributions evaluated for the various beams studied were identical to those obtained
previously with the original version of DOSXYZ. Broad-beam water-to-air stopping-power
ratios calculated on central axis for 10 x 10 cm 2 open-applicator fields for 6, 12 and 20 MeV
Varian Clinac-21 OOC electron beams in homogeneous water phantoms are compared in figure 1
with those obtained from other sources.

4.1.1. Comparison with TG21 stopping-power ratios. Water-to-air stopping-power ratios cal-
culated for broad, monoenergetic (6, 12 or 20 MeV incident energy) and monodirectional beams
in this study agreed within 0.1% (hi) with the values tabulated in the TG21 report (AAPM
1983) except at the surface of the water phantoms. The latter were derived using an older ver-
sion of the Monte Carlo code ETRAN that has subsequently been improved (Seltzer 1991).

For clinical beams the validity of various procedures to select stopping-power ratios for a
given beam based on energy-range relationships has been recently summarized (IAEA 1997).
Tabulated TG21 stopping-power ratios were chosen in this study based on either the TG21
(E0 = 2.33R 50) procedure or the procedure of Rogers and Bielajew (1986) recommended
in TG25 (AAPM 1991) to determine the mean surface energy 4E0 from R5 0 (depth of 50%
dose). The largest discrepancy between the calculated and tabulated values is observed for the
20 MeV beams using either procedure and is less than 1.3%. At damax our calculated values are
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Figure 2. Normalized dose profiles for 6 and 20 MeV beams from Varian Clinac 2100C in a water
phantom. Dose is normalized to the maximum value for each beam separately. (a) Central axis
profiles and (b) transverse profiles at depth 1.5 cm for 6 MeV and 3 em for 20 MeV beams. The
field size is defined at an SSD of 100 cm.

lower than those of the AAPM TG21 procedure by approximately 0.3% for 6 MeV beams and
higher than them by approximately 0.4% and 1.0% for the 12 and 20 MeV beams respectively.
They are higher than those calculated using the Rogers and Bielajew (1986) procedure by
approximately 0.5%, 0.7% and 1.1% for the 6, 12 and 20 MeV beams respectively.

There is an increase in discrepancies between stopping-power ratios of the monoenergetic
beams of TG21 and those of the clinical beams with an increase in energy. Both indirect and
direct electrons (which either intersect or do not intersect the collimation devices of the linear
accelerator respectively) exist in realistic beams. The higher the nominal energy of the beam,
the greater is the absolute difference in mean energy between the indirect and direct electrons
(Kapur et al 1998). Since water-to-air stopping-power ratios decrease monotonically with
an increase in energy, the differences in the stopping-power ratios for the indirect and direct
electrons is larger for the 20 MeV beams than it is for the 6 MeV beams. The AAPM TG21
protocol does not consider indirect electrons in the calculation of stopping-power ratios. This
explains why our calculated stopping-power ratios exceed the AAPM TG21 values at shallow
depths and also why the differences are larger for the higher energy beams. The differences at
the surface as explained elsewhere (Malamut et al 1991) may be related to the assumption of
secondary charged particle equilibrium in the calculations of Berger et al (AAPM 1983).

Realistic beams also consist of electrons with energy exceeding t 0 and contaminant
photons. Thus at deeper depths they are of higher mean energy than the monoenergetic beams.
Photon contamination, not considered in the AAPM protocol, plays an increasing role at higher
energies (Andreo and Fransson 1989, Klevenhagen 1994, Ding et al 1995). This explains why
our calculated values are lower than the AAPM values at greater depths.
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Figure 3. Mean energy profiles (ECUT = AE = 521 keV) for 6 and 20 MeV beams from Varian
Clinac 2100C in a water phantom. (a) Central axis profiles and (b) transverse profiles at depth
1.5 cm for 6 MeV and 3 cm for 20 MeV beams. The field size is defined at an SSD of 100 cm.

4.1.2. Comparison with stopping-power ratios from the universal fitting equation of Burns
et al. The universal fitting equation of Bums et al (1996) relates the stopping-power ratios
at depth 'z' for water-to-air to R5 0 . It was based on a fit of the data by Ding et al (1995)
calculated for 24 realistic clinical beams (both scanned and scattered) which in the range of
0.02 < z/R 50 < 1.1 showed a maximum deviation of 1% from the actual data. The maximum
deviation is 1.7% if depths upto 1.2R 50 are considered. The deviations of our calculated
stopping-power ratios can be seen to be less than the maximum deviation reported by Burns
et al (1996) based on their universal fitting equation. The data for 6 and 12 MeV agreed in the
worst case to within 0.6%, and for 20 MeV to within 0.8% in the range 0.02 < z/R 5o < 1.1.

4.1.3. Comparison with stopping-power ratios at a reference depth (Burns et al). The
stopping-power ratio at a reference depth given by dref = 0.6R 50 - 0.1 was related to R5 0 with
another fitting equation by Burns et al (1996). The root-mean-square deviation of their data
about this fit for the 24 beams they studied was 0.16% and the maximum deviation was 0.26%.

The stopping-power ratios calculated in this study for the 6, 12 and 20 MeV beams at
the reference depth defined by Burns et al (1996) agreed to within 0.14%, 0.10% and 0.20%
respectively with the values obtained from their fitting equation.

4.1.4. Comparison with stopping-power ratios calculated for other scatter foil accelerators.
The agreement between our calculations of stopping-power ratios for Varian Clinac 2100C
beams and those for beams from a Siemens KD2 machine with very similar R 5 0 values
(Ding et al 1995) is about 0.2%. The difference in R 5 0 for the 6 MeV beams is 0.04 cm. For
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Figure 4. Water-to-air stopping-power ratios (ECUT = AE = 521 keV) for 6 and 20 MeV beams
from Varian Clinac 2100C in a water phantom. (a) Central axis profiles and (b) transverse profiles
at depth 1.5 cm for 6 MeV and 3 cm for 20 MeV beams. The field size is defined at an SSD of
100 cm.

the Varian 20 MeV beam and the Siemens 21 MeV beam, the difference in R5 0 is 0.01 cm. The
20 MeV beam from a Philips SL75-20 accelerator (Ding et al 1995) has an R50 of 8.06 cm that
is 0.23 cm lower than that from the Varian Clinac 2100C 20 MeV beam. Despite this difference,
the stopping-power ratios agree to within 1% for shallow depths and 0.2% for greater depths.
The discrepancy at the shallow depths may be attributed partially to the differences in spectra
of the indirect particles from these machines (Ding et al 1995, Ding and Rogers 1995).

4.2. Homogeneous water phantoms

In figure 2 the dose profiles from various beams of 6 and 20 MeV nominal energy are plotted
for the central axis and transverse directions. The dose is normalized to the global-maximum
dose value in each phantom respectively. The transverse dose profiles are shown for depths of
1.5 and 3 cm for the 6 and 20 MeV beams respectively. In figure 3 the mean kinetic energy
of the charged particles in phantom is shown for the same beams along the central axis and
transverse directions at the same depths. The mean energy variations as shown in this figure
qualitatively explain the trends in the stopping-power ratios for the same beams that are shown
in figures 4 through 6 for water-to-air, water-to-silicon and water-to-film-emulsion respectively.
The relative importance of stopping-power ratio variations can be assessed with the help of
figure 2. The variations for detector materials other than the ones shown in figures 4-6 were
all within 1% or much less, with the exception of the silver halides used in photographic-film
materials (ICRU 1984b). Calculated broad-beam water-to-detector stopping-power ratios for
the clinical beams are listed in tables 1 and 2 for various detectors for 6 and 20 MeV electron
beams for two values of AE, namely 521 and 611 keV. The stopping-power ratios are sensitive



Stopping-power ratios for clinical electron beams 2331

0 1.29 WATER-TO SILICON

<- 20MeV Icc1010 OSSD 100cm

a: 1.27 - 20MeV 2c2cm SSD 120c=
a 20MeV 2c-x2=m SSD 100cm

w1" - 6MeV 101cmxlCc SSD I00c
-- 6MeV crexlce SSD 120c,

1 .2 5 -6 M e V 1 c ru c m S S D 1 Cc m ..10 0. .
0~

z 1.23

S1.21 a) Central-Axis Profiles

01.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 11.0
DEPTH (cm)

0 1.26 b) Transverse Profiles

I-

U , - -. . ; . - ..- "--

3 1.24
0
aI

In

a12 20 .. .

-6.0 -5.0 -4.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0

X AXIS (cm)

Figure 5. Water-to-silicon stopping-power ratios (ECUT = AE = 521 keV) for 6 and 20 MeV
beams from Varian Clinac 2100C in a water phantom. (a) Central axis profiles and (b) transverse
profiles at depth 1.5 cm for 6 MeV and 3 cm for 20 MeV beams. The field size is defined at an
SSD of 100 cm.

to changes in AE for the photographic materials (up to 5.7% for silver halides and 4.2% for
film emulsion) and silicon (up to 2.2%) whereas for the other detector materials studied the
differences are within 0.6% for this range of AE values.

4.2.1. Narrow electron beams. variations along the central axis. The observed stopping-
power ratio variations are consistent with the mean energy variations seen in figure 3. The
narrow beams at a nominal SSD of 100 cm exhibit a consistently higher mean energy on the
central axis for both energies compared with the broad beams. At extended SSD, the 20 MeV
narrow beam electrons are seen to be more energetic than those at 100 cm; a trend which
is reversed for the 6 MeV beam. Consequently the stopping-power ratios vary in a similar
manner from the broad-beam data.

The largest variations of the stopping-power ratios studied are seen for water-to-air
stopping-power ratios for narrow beams. The stopping-power ratios are within 1% of the broad-
beam data within the practical range of the beams. At dmax for the narrow beams, the variation
is within 0.5%. For water-to-film-emulsion or the silver halides in photographic films, the
variations from corresponding broad-beam data are within 0.8% and 1% respectively. Water-
to-silicon ratios are within 0.5% of their corresponding broad-beam data. Minimal variations
(at most 0.1%) are seen for the stopping-power ratio variations from broad-beam data for
water-to-LiF-100, graphite (the different densities simulated did not indicate any significant
differences in the magnitude of these variations), ferrous sulfate dosimeter solution, PMMA
and polystyrene. At 6 MeV, water-to-air stopping-power ratios for narrow beams incident at
300 were less than the AAPM TG21 values by up to 0.5%. While this has up to a 0.5% effect
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Figure 6. Water-to-film stopping-power ratios (ECUT AE = 521 keV) for 6 and 20 MeV beams
from Varian Clinac 2100C in a water phantom. (a) Central axis profiles and (b) transverse profiles

at depth 1.5 cm for 6 MeV and 3 cm for 20 MeV beams. The field size is defined at an SSD of
100 Cm.

on the output factor calculations, this angle represents an extreme condition and the effects of
obliquity for angles larger than this one will be relatively less significant.

The water-to-air stopping-power ratios for the narrow beams incident normally are
consistently lower than those for the realistic-broad beams by a maximum of approximately
1%. This implies that for depths shallower than that where the crossover occurs between
the AAPM TG21 values and the broad-beam values (figure 1), they are also within 1.3% of
the AAPM-recommended ratios and in fact agree to better than 1%. At greater depths, they
are lower than the recommended ratios by up to 2% for the 20 MeV beams. However, the
relative-dose is lower at these depths. These findings imply that relative dosimetry based on
the use of AAPM-recommended stopping-power ratios will introduce minor discrepancies for
such narrow fields.

For narrow monoenergetic beams, the JAEA findings (IAEA 1997) on water-to-air
stopping-power ratio variations compared to broad beams are similar. However, due to the
upward shift of dmax in small fields (McGinley et al 1979, Hogstrom et al 1981, Sharma et al
1984, ICRU 1984a, AAPM 1991) the determination of output factors for such fields should
take the depth-dependent variations of stopping-power ratios into account (Zhang et al 1998,
Kapur et al 1998).

4.2.2. Narrow electron beams: variations in the transverse direction. The variations of the
stopping-power ratios in the transverse direction were also found to be consistent with the
variations of the mean energy. The increase in the air gap caused a reduction in the variation
of the mean energy along the transverse direction for the narrow beams at both 6 and 20 MeV.
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Table 1. Calculated stopping power ratios (ECUT = AE = 521 keV) on central axis for water-
to-detector material for 6 McV (R50 = 2.33 cm) 10 x 10 cm2 Varian Clinac 2100C electron
beams at SSD 100 cm. The quantities in parentheses are the stopping-power ratios evaluated using
ECUT = AE = 611 keV. AE values correspond to different mean chord lengths of the detectors.

Depth (cm) Air Graphite FeSO4  Silver halides LiF- 100 PMMA Film emulsion Silicon

0.15 1.032 1.137 1.005 1.598 1.248 1.032 1.457 1.213
(1.030) (1.136) (1.005) (1.522) (1.242) (1.032) (1.404) (1.190)

0.45 1.044 1.138 1.005 1.613 1.248 1.032 1.468 1.219
(1.042) (1.137) (1.005) (1.535) (1.242) (1.033) (1.414) (1.196)

0.75 1.055 1.139 1.005 1.626 1.248 1.033 1.477 1.224
(1.053) (1.138) (1.005) (1.546) (1.242) (1.033) (1.422) (1.201)

1.05 1.067 1.140 1.005 1.640 1.247 1.033 1.487 1.231
(1.064) (1.139) (1.005) (1.558) (1.242) (1.033) (1.431) (1.207)

1.35 1.078 1.141 1.005 1.655 1.247 1.033 1.498 1.238
(1.075) (1.140) (1.005) (1.571) (1.242) (1.033) (1.440) (1.214)

1.65 1.091 1.141 1.005 1.673 1.247 1.033 1.510 1.246
(1.087) (1.141) (1.005) (1.586) (1.242) (1.033) (1.452) (1.221)

1.95 1.102 1.141 1.005 1.690 1.247 1.033 1.522 1.254
(1.099) (1.141) (1.005) (1.602) (1.241) (1.033) (1.462) (1.229)

2.25 1.112 1.140 1.005 1.706 1.247 1.032 1.533 1.261
(1.110) (1.140) (1.005) (1.619) (1.241) (1.032) (1.474) (1.236)

2.55 1.121 1.138 1.005 1.724 1.247 1.031 1.544 1.268
(1.118) (1.138) (1.005) (1.632) (1.240) (1.031) (1.483) (1.242)

2.85 1.128 1.135 1.005 1.740 1.246 1.030 1.554 1.273
(1.125) (1.134) (1.005) (1.646) (1.240) (1.030) (1.491) (1.246)

3.15 1.130 1.131 1.005 1.755 1.245 1.028 1.563 1.276
(1.128) (1.130) (1.005) (1.655) (1.239) (1.029) (1.497) (1.248)

With reference to the broad beams, this resulted in the stopping-power ratio variations for the
narrow beams at extended SSD being smaller in comparison with those from the narrow beams
at an SSD of 100 cm.

Compared with the water-to-air stopping-power ratio at central axis, at the same depth,
the stopping-power ratio at an off-axis region where the dose was 10% of the maximum dose
was found to be higher because the mean energy of electrons was lower in that region. This
difference was more significant for the higher-energy beam. As discussed in section 4.1, the
absolute difference in mean energy between the direct and indirect electrons is greater for
the higher-energy beam (Kapur et al 1998). The off-axis regions contain a larger fraction of
these indirect electrons than regions on the central axis. At greater depths in phantom, these
differences in mean energy tend to decrease as shown by our calculations of mean energy
at various depths, because the mean energy of electrons within the beam drops rapidly with
depth. Thus at greater depths these variations in stopping-power ratios are reduced.

The transverse variations quantified this way were up to 4% for water-to- silicon, 6% for
water-to-film-emulsion, 7% for silver halide materials used in photographic films and 10% for
water-to-air. They were within 0.2% or less for the other materials studied.

4.3. Narrow electron beams: heterogeneous phantoms

The central-axis depth variation of the absolute dose per incident fluence in the layered-lung
and bone phantoms (shown on the inserts in figure 7(a)) is plotted in figure 7(a) for the 3 x 3 cm2

beams of 12 MeV electrons incident at an SSD of 100 cm. Also shown for comparison is the
dose profile for a water phantom of the same dimensions, which is the reference phantom
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Table 2. Calculated stopping power ratios (ECUT = AE = 521 keV) on central axis for water-
to-detector material for 20 MeV (R50 = 8.29 cm) 10 x 10 cm2 Varian Clinac 2100C electron
beams at SSD 100 cm. The quantities in parentheses are the stopping-power ratios evaluated using
ECUT = AE = 611 keV. AE values correspond to different mean chord lengths of the detectors.

Depth (cm) Air Graphite FeSO 4  Silver halides LiF-100 PMMA Film emulsion Silicon

0.15 0.959 1.131 1.004 1.545 1.251 1.032 1.416 1.203
(0.956) (1.130) (1.004) (1.472) (1.245) (1.032) (1.365) (1.180)

1.05 0.976 1.132 1.005 1.560 1.250 1.032 1.428 1.207
(0.972) (1.131) (1.004) (1.484) (1.244) (1.032) (1.374) (1.184)

1.95 0.986 1.132 1.005 1.567 1.250 1.032 1.433 1.209
(0.985) (1.132) (1.004) (1.494) (1.244) (1.032) (1.382) (1.186)

2.85 0.996 1.133 1.005 1.575 1.250 1.032 1.439 1.210
(0.993) (1.132) (1.004) (1.499) (1.243) (1.032) (1.386) (1.187)

3.75 1.007 1.133 1.005 1.584 1.249 1.032 1.446 1.213
(1.004) (1.133) (1.004) (1.508) (1.243) (1.032) (1.392) (1.190)

4.95 1.023 1.135 1.005 1.599 1.249 1.032 1.457 1.217
(1.019) (1.134) (1.004) (1.519) (1.242) (1.032) (1.401) (1.192)

5.85 1.035 1.136 1.005 1.609 1.248 1.032 1.464 1.220
(1.031) (1.135) (1.004) (1.528) (1.242) (1.032) (1.408) (1.196)

6.75 1.048 1.137 1.005 1.623 1.248 1.032 1.475 1.225
(1.046) (1.136) (1.004) (1.543) (1.242) (1.032) (1.420) (1.202)

7.95 1.071 1.139 1.005 1.650 1.248 1.033 1.494 1.236
(1.068) (1.138) (1.005) (1.567) (1.242) (1.033) (1.437) (1.211)

8.85 1.087 1.140 1.005 1.672 1.247 1.033 1.509 1.246
(1.083) (1.139) (1.005) (1.584) (1.241) (1.033) (1.449) (1.220)

9.45 1.095 1.139 1.005 1.685 1.247 1.032 1.518 1.251
(1.092) (1.139) (1.005) (1.596) (1.241) (1.032) (1.458) (1.226)

10.05 1.098 1.138 1.005 1.691 1.247 1.032 1.522 1.254
(1.097) (1.138) (1.005) (1.606) (1.240) (1.032) (1.464) (1.230)

for this study. The dose plotted is that to the various phantom materials with no additional
conversions. Figure 7(b) shows the variation of the mean kinetic energy along the central axes
of the phantoms.

4.3.1. The stopping power ratio correction factors. The central-axis variations of the SPRCFs
(equation (6)) at depth in these phantoms is plotted for various detector materials studied
including air, graphite, silver halides, LiF-100, photographic emulsion and silicon in figure 8.
The SPRCFs plotted are for the actual materials in the heterogeneous media. In both the
phantoms, the SPRCFs in the water layers are close to unity for all the detectors throughout
the water regions. Within the non-water regions, however, there are significant variations of
the SPRCFs for the detector materials with depth.

In the bone-layered phantom, the SPRCFs within the bone region varied by about 2.5%
for air, 2.2% for silver halides, 1.3% for silicon and less than 1% for graphite and LiF-100 as

seen in figure 8(a). In the lung-layered phantom, the SPRCFs within the lung region varied by
about 5% for air and silver halides, 3.5% for photographic emulsions, 3% for silicon and 1%
for graphite and LiF-100 as seen in figure 8(b). For both phantoms, the variations of SPRCFs
were within 1% in the transverse direction for all the detector materials studied. The mean
energy-difference variations in this direction were not as significant as they were along the
central axis.
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4.3.2. Effect of heterogeneities and detector materials. From these observations, there

appears to be some correlation between the trends followed by the SPRCFs and the difference in
mean energy between the heterogeneous phantoms and the water phantoms. In addition there
appear to be detector-specific dependences. Based on the initial assumption that Spencer-Attix
conditions hold (i.e. the detectors do not perturb the spectra of particles they receive), the
difference in mean energies arises because of the difference in radiation transport of electrons
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through the two phantoms. A detector placed at the same physical depths in the two phantoms
will therefore be exposed to electron beams with these different mean energies. Consequently
the response of the detector will be different in the two phantoms.

Because water is a standard reference material in dosimetry (AAPM 1983, IAEA 1987),
we proceed to interpret the effects of both the heterogeneities and the detector materials on the
SPRCFs by expressing the SPRCFs in terms of heterogeneity or detector-to-water stopping-
power ratios, rearranging equation (6) as follows:

( h L het -he water - det)he, P(E))det]-(_(h [fEhde fEwwar

p(SPRCF (Ewet (E (E_(SPR F water [(L (E .))water] = /9 ( P water P )del P )water

- (SPRCFIET) (SPRCFDET) (8)

where
/"L "het

SPRCFHET =-(Eh))wat (9)
\P water

and
) water L det

SPRCFDET [(-(Eh))det (-Ew))water]. (10)

In equations (8)-(10) the phantom specification by the superscript outside the square
brackets has been replaced by the terms 'Eh' and 'E,' which are the mean energies in the
corresponding voxels in the heterogeneous and water phantoms respectively. The SPRCF
has been expressed as a product of two terms-a heterogeneity term 'SPRCFHET' and a
detector term 'SPRCFDET'. The heterogeneity term relates the stopping-power ratios for the
heterogeneities with respect to water for the mean energy Eh in the heterogeneous phantom.
It is independent of the detectors. It reflects the differences in radiation transport at the mean
energy Eh that would occur if the material were either water or the heterogeneity. It is useful
to compute when the dose of interest is that to the actual material in the medium itself rather
than dose to a small mass of water contained within the medium. Such would be the case for
example when dose enhancement to bone needs to be evaluated (Prasad and Bassano 1989).
The detector term reflects the variation in detector-to-water stopping-power ratios at energies
Eh and E,. The magnitude of this term depends on the difference between Eh and Ew through
how much the water-to-detector stopping-power ratios change with energy in this range. Note
that if the dose of interest (and hence the HCF of interest) were that to a small mass of water
contained within the heterogeneous medium, SPRCFHET would be unity and SPRCF would
be given by SPRCFDnT exclusively. Thus SPRCFDET is the factor that may be associated with
accumulated clinical experience (ICRU 1984a).

The implications of expressing the SPRCF this way are that we can get a qualitative
feel for how they will vary for any given combination of phantoms and detectors based on
our knowledge of how stopping-power ratios for water-to-various materials vary with energy.
Consistent with the results in the previous section (figure 3 and table 1) the SPRCFs vary more
significantly for air, film and silicon materials than the others studied, even if the variation
of the SPRCFHET within the heterogeneous regions is small. Should there be significant
variations for SPRCFHET, the overall variations of SPRCF will be enhanced even further.
This is because significant variations in SPRCFHET suggest significant differences in radiation
transport between the heterogeneity and water which in turn suggests greater differences in
mean energies between the two phantoms at specific depths. The greater the mean energy
difference, the larger the variation of SPRCFDET and hence that of SPRCF. In the bone-layered
phantom SPRCFHET varied by less than 1% within the bony region. The SPRCF variation was
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about 2.5%. In the lung-layered phantom SPRCFHET varied by about 1.5% and the SPRCF
variation increased to about 5%. Similar results were observed for the other detectors.

4.3.3. Evaluation of SPRCFDET at the 'effective' depth. While SPRCFs can be calculated
using Monte Carlo techniques, the variety of phantom geometries possible and the extensive
computations required per phantom geometry make these calculations cumbersome. For the
simple layered geometries studied, the correlation of SPRCFs with mean energy variations
between the heterogeneous and homogeneous phantoms seen in this study suggests an
alternative approach to predict the SPRCFs at various depths along the central axis. This
approach is to find for a depth of interest 'z' in the heterogeneous phantom, a corresponding
depth 'zeff' in the water phantom where the mean energies are the same or are very similar.
Since the stopping-power ratios for water-to-detectors are known for various depths in water
phantoms, this alternative procedure would involve evaluating SPRCFDET as the ratio of the
water-to-detector stopping-power ratios evaluated at depths zeff and z in a water phantom
instead-an approach equivalent to that of a lookup-table.

The mean energy of charged particles at a given depth in phantom is affected by the loss of
energy of these particles in traversing overlying materials and the directions from which they
travel. The latter is governed primarily by scatter events. In this regard, several approaches
have been suggested in the literature to obtain scaling factors such as detour factors to obtain
Zeff (AAPM 1983, ICRU 1984a, Grosswendt and Roos 1989, Sorcini and Brahme 1994, Ding
et al 1996, Fernandez-Varea et al 1996, IAEA 1997).

In this study a simple approach of depth scaling using the relative electron densities is
attempted. While the relative electron density scaling method to determine the mean energy
variations is not as accurate as other methods such as effective density scaling (AAPM 1983,
Ding et al 1996), the 2-3% loss in accuracy (Femandez-Varea et al 1996) is not expected to
cause a significant loss of accuracy in the determination of stopping-power ratios. Tables 3
and 4 demonstrate this to be the case for the lung and bone phantoms studied along the central
axis. In column 1, the actual physical depth z is listed. Column 2 lists the effective depth zeff
obtained by electron density scaling. Column 3 lists the mean energy in the heterogeneous
phantoms at depth z. Column 4 lists the mean energy in the water phantoms at depth z.
Column 5 lists the mean energy in the water phantom at depth zcff. Comparing columns 3 and
5 indicates that the estimated mean energy is typically within 0.2 MeV of the calculated mean
energy in the heterogeneous phantom. Columns 6, 7 and 8 list SPRCFDET as obtained using
the stopping power ratios for water-to-air using the calculated data for 3 x 3 cm 2, 10 x 10 cm 2

or AAPM TG21 tables respectively and evaluated at zeff and z. Finally column 9 lists the
Monte Carlo calculated values of SPRCFDET. It is clear from these tables that the relative
electron density scaling method can accurately reproduce the Monte Carlo stopping-power
ratio correction factors for such phantoms to within 0.4%. Furthermore, any of the available
data for water-to-detector stopping power ratios-those calculated in this study for narrow
realistic beams or broad realistic beams (tables I and 2) or AAPM TG21 (for water-to-air)
beams can be used for this purpose.

5. Summary

Restricted mass collision stopping-power ratios calculated for water-to-air on the central axis
of broad electron beams from the scatter-foil linear accelerator studied were within 1.3% of
those reported by the TG21 protocol for broad monoenergetic, monodirectional beams and
were consistent with the results of Ding et al to within 0.2%. These values for water-to-air on
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Table 3. Calculated SPRCFDET on the central axis for air-filled detectors in the layered-lung
phantom using a relative electron density scaling approach with stopping-power ratios from
calculated narrow (3 x 3 cm 2), broad (10 x 10 cm 2) and TG21 beams.

Mean Mean Mean
energy energy energy SPRCFDET

Effective at depth at depth at depth SPRCFDET SPRCFDET SPRCFDET from
Depth, depth, z in lung z in water Zeff in water using using using Monte

Z Zeff phantom phantom phantom 3 x 3 cm2  10 x 10 cm2 TG21 Carlo
(cm) (cm) (MeV) (MeV) (MeV) L/p values L/p values L/p values calculations

1.25 1.25 7.77 7.78 7.78 1.000 1.000 1.000 1.000

3.25 3.07 4.65 4.26 4.54 0.996 0.996 0.995 0.995

4.25 3.36 4.25 2.76 4.09 0.978 0.978 0.975 0.974

5.25 3.65 3.84 1.56 3.64 0.958 0.962 0.960 0.956
6.25 3.94 3.38 1.20 3.21 0.954 0.956 0.952 0.950
7.25 4.23 2.86 1.70 2.79 0.969 0.974 0.975 0.968

8.25 4.70 2.17 1.58 2.18 0.980 0.985 0.981

Table 4. Calculated SPRCFDET on the central axis for air-filled detectors in the layered-bone
phantom using a relative electron density scaling approach with stopping-power ratios from
calculated narrow (3 x 3 cm 2), broad (10 x 10 cm 2) and TG21 beams.

Mean Mean Mean
energy energy energy SPRCFDET

Effective at depth at depth at depth SPRCFDET SPRCFDET SPRCFDET from
Depth, depth, z in lung z in water Zeff in water using using using Monte

z Zeff phantom phantom phantom 3 x 3 cm2  10 x 10 cm2 TG21 Carlo
(cm) (cm) (MeV) (MeV) (MeV) Lip values L/p values L/p values calculations

1.25 1.25 7.80 7.79 7.79 1.000 1.000 1.000 1.000
3.25 3.46 3.79 4.54 3.93 1.005 1.005 1.006 1.010

4.25 5.29 1.69 4.09 1.54 1.029 1.025 1.025 1.025

5.25 7.12 1.44 3.64 1.65 1.005 1.006 1.007 1.009
6.25 8.74 1.43 3.20 1.57 0.994 0.990 0.997

the central axis of narrow electron beams from the scatter-foil linear accelerator studied, using
commonly applied geometric conditions were up to 1% lower than the corresponding values for
broad beams. They agreed to better than 1% with the AAPM TG21 values at depths shallower
than the crossover depth between the AAPM TG21 values and the broad beam values (0.8, 3
and 6 cm for 6, 12 and 20 MeV beams respectively), and underestimated them by up to 2% for
larger depths at 20 MeV. The use of the AAPM recommended stopping-power ratios for these
beams thus introduces minor errors in relative central-axis dosimetry. The depth dependence
of the stopping-power ratios should be incorporated for the calculation of output factors.

The central-axis restricted mass collision stopping-power ratios for narrow-to-broad fields
agreed to within 0.1% for water-to-LiF-100, graphite, ferrous sulfate dosimeter solution,
polystyrene and PMMA, 0.5% for water-to silicon and 1% for water-to-photographic-film
materials in the same geometric conditions. The stopping-power ratios varied by up to 10%

for water-to-air, 7% for photographic silver halide materials and 3% for silicon compared to
the central-axis values in the penumbral regions where the dose was 10% of the maximum dose
in the phantom. The transverse variations were less than 0.2% for LiF-100, graphite, ferrous

sulfate dosimeter solution, polystyrene and PMMA. The stopping-power ratios were sensitive
to changes in AE from 521 to 611 keV for water-to-silver-halide, water-to-film-emulsion and
water-to-silicon by up to 5.7, 4.2 and 2.2% respectively on the central axes of broad beams.
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In heterogeneous phantoms, because radiation transport in general differs from that in
water, and water-to-detector stopping-power ratios are energy dependent, the stopping-power
ratio correction factors vary with energy for different detectors. The variation of the stopping-
power ratio correction factors can be significant when radiation transport in the non-water
regions differs significantly from that in water. Of all the detector materials studied, air showed
the most marked variations, followed by photographic silver halides, photographic emulsions
and silicon. A method for predicting the stopping-power ratio correction factors for simple
layered phantoms based on the use of relative electron density scaling has been demonstrated
to predict the Monte Carlo calculated values accurately to within 0.5%. This is applicable in
the situation when the dose of interest is that to a small mass of water in the heterogeneous
medium. Thus these values can be calculated for such phantoms using a simple lookup-table

approach at the depth of interest.
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Abstract. Monte Carlo simulation of radiation transport is considered to be one of the most

accurate methods of radiation therapy dose calculation. With the rapid development of computer
technology, Monte Carlo based treatment planning for radiation therapy is becoming practical. A
basic requirement for Monte Carlo treatment planning is a detailed knowledge of the radiation
beams from medical linear accelerators. A practical approach to obtain the above is to perform
Monte Carlo simulation of radiation transport in the linear accelerator. Additionally, Monte Carlo
modelling of the treatment machine head can also improve our understanding of clinical beam
characteristics, help accelerator design and improve the accuracy of clinical dosimetry by providing
more realistic beam data. This paper summarizes work over the past two decades on Monte Carlo
simulation of clinical electron beams from medical accelerators.

1. Introduction

The Monte Carlo method is a statistical simulation method. For radiation transport problems,
it simulates the tracks of individual particles by sampling appropriate quantities from the
probability distributions governing the individual physical processes using machine-generated
(pseudo-) random numbers. Average values of macroscopic quantities such as particle fluence,
energy spectrum and absorbed dose distribution can be calculated by simulating a large number
of particle histories. The Monte Carlo method and its application in medical radiation physics,
especially in radiation therapy physics, have been discussed in a number of publications (Burlin
et al 1973, Raeside 1976, Nelson and Jenkins 1980, Rogers and Bielajew 1984, 1990, Turner
etal 1985, Nahum 1985, Jenkins etal 1988, Mackie 1990, Rogers 1991, Andreo 1991).

The Monte Carlo method can precisely model the physical processes involved in radiation
therapy and is powerful in dealing with any complex geometry. It is widely accepted that Monte
Carlo simulation of radiation transport is one of the most accurate methods for predicting
absorbed dose distributions in radiation therapy. In particular, Monte Carlo simulation can
handle backscatter from high-density materials such as bone, or scatter perturbations by air
cavities more accurately than any other existing dose calculation model (Rogers and Bielajew
1990, Nahum 1985, 1988, Mackie 1990, Rogers 1991, Andreo 1991, Bielajew 1994, Mohan
1997a). The major shortcoming of the Monte Carlo method, namely being computationally
intensive, has become much less severe due to the rapid increase in speed and decrease in
cost of computers, and the employment of innovative variance reduction techniques (Ma and
Nahum 1993, Holmes et al 1993). Monte Carlo simulation is fast becoming the next generation
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dose calculation engine for radiation treatment planning systems in routine clinical practice
(Manfredotti et al 1987, 1990, al-Beteri and Raeside 1992, Neuenschwander et al 1995, van
der Zee 1996, Kawrakow et al 1996, Mohan 1997a, 1997b, Hartmann-Siantar et al 1997,
Ayyangar and Jiang 1998, DeMarco et al 1998, Solberg et al 1998, Wallace and Allen 1998,
Wang et al 1998, Ma et al 1999).

A Monte Carlo treatment planning system needs detailed information about the beams
incident on the patient. In order to initiate the transport of particles in the patient CT model,
accurate phase space information about particles on the patient surface is required. A direct
measurement of this information for a clinical beam is very difficult, if not impossible, due to
the very high radiation intensities encountered in clinical beams (Deasy et al 1996). Calculation
of beam phase space parameters using analytical methods is not flexible and usually employs
approximations, for example ignoring higher-order Compton scatter events (Desobry and
Boyer 1994). Currently, the most practical way to obtain detailed information about the
incident radiation beam is the Monte Carlo simulation of the treatment head (Petti et al 1983a, b,
Mohan et al 1985, Han et al 1987, Rogers et al 1988, 1995a, Udale 1988, Udale-Smith 1990,
1992, Chaney et al 1994, Kassaee et al 1994, Lovelock et al 1994, 1995, Sixel and Faddegon
1995, Ma et al 1997a, Lee 1997, Hartmann-Siantar et al 1997, Liu et al 1997, DeMarco et al
1998, Jiang and Ayyangar 1998, Balog et al 1999, Faddegon et al 1999). In addition, detailed
information about radiotherapy beams has a wide variety of applications in clinical physics.
Monte Carlo simulation of medical accelerators can increase our understanding of clinical
beam characteristics, help accelerator design and improve the accuracy of clinical dosimetry
by providing more realistic beam data.

Over the past 20 years or so, many investigations have been carried out on the Monte Carlo
simulation of photon beams from medical accelerators or 6°Co teletherapy units. McCall et al
(1978) investigated the effects of various targets and flattening filters on the mean energy of
photon beams using the EGS3 code (Ford and Nelson 1978). Patau et al (1978) pioneered the
Monte Carlo simulation of a complete photon accelerator. They simulated the generation
of photons in a W-Cu target, the transport of photons through a flattening filter and the
collimators, and the attenuation of photons in slabs of various materials. Nilsson and Brahme
(1981) investigated the contaminant photons scattered from flattening filters and collimators.
To investigate the electron contamination in photon beams, Petti et al (I 983a, b) simulated a
treatment machine head in great detail using a cylindrical geometry package to approximate
various components of the linear accelerator. Mohan et al (1985) performed similar detailed
simulations based on the EGS3 system to calculate photon spectra and fluence distributions
from several accelerators. A special geometry package was also developed to model the exact
shape of the flattening filter. Han et al (1987) also employed the EGS3 code to simulate in detail
the treatment head of a 60Co unit. They approximated the complex geometry of a Theratron-780
6
0Co unit as a source capsule, the source housing, and the collimator assembly. Similar studies

of clinical photon beams were carried out using the EGS4 code system (Nelson et al 1985).
Rogers et al (1988) investigated the sources of electron contamination in a 6°Co beam. Chaney
et al (1994) simulated a 6 MV photon accelerator to study the origins of head scatter. Lovelock
et al (1994) simulated the photon beams from a Scanditronix MM50 machine to obtain the
beam characteristics needed for treatment planning. An EGS4 user code, McRad, which
was a generic Monte Carlo model of a photon linear accelerator, was developed by Lovelock
et al (1995). Sixel and Faddegon (1995) simulated a Therac-6 treatment head in radiosurgery
mode using the cylindrically symmetric EGS4 user code FLURZ with the PRESTA algorithm
(Bielajew and Rogers 1987). They calculated the 6 MV radiosurgical x-ray spectra both with
and without the flattening filter and compared the results with the Schiff's thin target analytical
spectra and the flattened Monte Carlo spectrum calculated by Mohan et al (1985). To study
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the differential beam hardening effect of the flattening filter, Lee (1997) simulated the 6 MV
beam from a Varian Clinac 2100C accelerator using the EGS4 code. Liu et al (1995) used
a Combinatorial Geometry package to characterize treatment head components, which were
modelled as 3D objects and combined using Boolean algebra. Simulations were performed
with the ACCEPT code of the ITS 3.0 Monte Carlo system (Halbeib and Mehlhorn 1984).
The MCNP Monte Carlo code (Hendricks and Briesmeister 1992, Briesmeister 1993) was also
used to model the clinical photon beams. To determine the parameters in their photon source
model used for dose calculation in the PEREGRINE system, Hartmann-Siantar et al (1997)
simulated linacs using MCNP and the EGS4/BEAM code (Rogers et al11995a). DeMarco et al
(1998) simulated photon beams from Philips SL-15/25 linear accelerators to obtain the phase
space information for the dose calculation in a patient's CT phantom. Lewis et al (1999) also
simulated a Philips SL 75/5 linear accelerator using the MCNP code. Another Monte Carlo
system, PENELOPE (Salvat et al 1996), has also been used to simulate photon beams from
a Saturne 43 accelerator (Mazurier et al 1999). The EGS4/BEAM code (Rogers et al 1995a)
has been extensively used to simulate various types of linear accelerators for photon beams.
Liu et al (1997) simulated the photon beams from a Clinac 2100C machine and, by analysing
the simulation results, developed an extra-focal source model for the dose calculation using a
convolution/superposition method (Mackie etal 1985). Jiang and Ayyangar (1998) simulated a
Varian Clinac 1800 accelerator and studied the perturbation effect of the compensator on photon
beam characteristics. Their simulation results were also used to investigate the feasibility and
necessity of developing a radiosurgical Monte Carlo treatment planning system (Ayyangar
and Jiang 1998) and to study the dose perturbation caused by high-density inhomogeneities
in small radiosurgical beams (Rustgi et al 1998). A more detailed report on the simulation
of clinical photon beams using the EGS4/BEAM code was given by Sheikh-Bagheri (1998).
Most recently, Balog etal (1999) studied the multileaf collimator (MLC) interleaf transmission
by simulating the NOMOS MIMiC MLC attached to a GE Orion 4 MV linear accelerator.
Their results were incorporated into the design of an MLC used in a prototype tomotherapy
machine (Mackie et al 1993, 1995). By simulating the treatment head for a Siemens MXE
accelerator, Faddegon et al (1999) designed a new flattening filter for the 6 MV photon beam
for this machine. Verhaegen et al (1999) applied the EGS4/BEAM code to the simulation of
radiotherapy kV x-ray units. Some of the above work has been reviewed by Mohan (1988)
and Andreo (1991). Ebert et al (1996) also reviewed some recent work on the modelling of
both clinical photon and electron beams using both analytical and Monte Carlo methods.

In this review paper, we focus on the Monte Carlo simulation of clinical electron beams
from medical accelerators. Electron beam Monte Carlo dose calculation was considered
to require more detailed beam phase space information on the patient surface than photon
beams (Mackie 1990). The difficulty was considered to be that, compared with photon beam
simulations, the simulation of electron beams was more sensitive to the details of the accelerator
model (Rogers 1991). The work on Monte Carlo simulation of the clinical electron beams can
be roughly grouped into two categories. The simulations included in the first category were
mainly performed over 10 years ago with limited computation power. A medical accelerator
had to be simplified to one or two components of most dosimetric significance in order to
perform the Monte Carlo simulation within a reasonable timeframe and acceptable accuracy
(Berger and Seltzer 1978, Borrell-Carbonell et al 1980, Rogers and Bielajew 1986, Manfredotti
et al 1987, Andreo et al 1989). Even more recently, some studies were still carried out
in this way to investigate the influence of an accelerator component on the electron beam
characteristics, at a relatively low computing expense (Keall and Hoban 1994, Ebert and Hoban
1995b). The second category includes the Monte Carlo simulation of a complete accelerator
(Udale 1988, Udale-Smith 1990, 1992, Kassaee et al 1994). This category has been greatly
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enhanced since the OMEGA BEAM system was developed (Rogers et al 1990, 1995a,b,
Mackie et al 1990). Since then, the Monte Carlo modelling of medical accelerators has become
easier and more systematic. This review is organized to cover these two categories separately.
Because of its significance and the large number of applications, the OMEGA BEAM system
will be described in detail in a separate section. We also discuss the modelling of Monte Carlo
simulated electron beams using different source models, which is one approach to form the
link between the Monte Carlo simulation of clinical electron beams and Monte Carlo treatment
planning (Ma and Rogers 1995a, b,c, Ma et al 1997a, Faddegon et al 1998, Ma 1998, Jiang
et al 1999). Finally, we discuss some existing problems and possible future directions for
Monte Carlo simulation of the clinical electron beams generated by medical accelerators.

2. Simulation of the accelerator components

The application of the Monte Carlo technique to the simulation of electron beams has a long
history. In the early years, mainly due to the low speed of computers and the relatively
simple Monte Carlo codes available, a full simulation of the accelerator geometry was an
extremely difficult task. Simulations were usually carried out for treatment heads with
great simplification; only one or two components of dosimetric importance, for example the
scattering foil or intervening air, in an electron treatment machine head were simulated and the
influence of these components on the beam characteristics and dose distributions was studied.

2.1. The work of Berger and Seltzer

Berger and Seltzer (1978) studied the effect of scattering foils on the dose distributions in a
water phantom for electron beams with energies from 5 to 40 MeV. A two-step approach was
proposed; the accelerator treatment head, simplified as the scattering foil and intervening air,
was simulated first and then the simulation results were used for the dose calculation in the
phantom. A monoenergetic electron pencil beam was assumed to be incident perpendicularly
on the lead scattering foils of thickness between 0. 1 mm and 0.6 mm. The effect of 100 cm of
air between the scattering foil and the phantom was simulated using a layer of condensed air-
equivalent material. The simulation results were recorded at the phantom surface, including the
distribution in energy and angle of the electrons and bremsstrahlung photons. The correlation
between the energy and direction was ignored, and therefore the energy spectrum and angular
distribution were recorded separately. A superposition approach was developed to calculate
the dose distribution in the phantom. For both electrons and bremsstrahlung photons, dose
kernels for monoenergetic pencil beams were pre-calculated. Then the dose distribution in the
phantom was the superposition of different pencil beam dose kernels weighted with different
energies, directions and incident positions at the phantom surface. By limiting the summation
over directions to certain cones around the central axis, the effect of collimation to finite field
size was simulated. Figure 1 shows the energy spectra calculated by Berger and Seltzer (1978)
for electrons passing through 0.1 mm lead foil alone or 0.1 mm lead foil plus 100 cm air. It is
clear that the effect of intervening air on the electron energy spectrum is significant.

2.2. The work of Borrell-Carbonell et al

Borrell-Carbonell et al (1980) simulated three GGR MeV/AECL accelerators, i.e. Therac
40 Sagittaire, Therac 20 Saturne and Therac 10 Neptune, using a Monte Carlo code based on the
condensed history scheme. Both Sagittaire and Saturne machines generated scanned electron
beams controlled by electromagnets while in the Neptune machine electron beam flatness was
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Figure I. Energy spectra of electrons transmitted through lead foil, or through lead foil plus 100 cm
air layer. Electrons with energy To) are assumed to be incident perpendicularly ontto the foil, and
T is the energy with which the transmitted electrons emerge from the foil, or from the layer of air
hehind the foil. The spectra include all transmitted electrons that emerge with directions within a
cone of 20F half-angle around the direction of incidence. The curves are normalized to have unit
area under each curve (Berger and Seltzer 1978).

produced by a pencil beam incident on a scattering foil. For all the machines, a simplified
treatment head configuration was used in the Monte Carlo simulation. A monoenergetic and
isotropic point source was assumed at the exit window of the accelerator. The beam defining
system was modelled as a diaphragm with a square opening and zero thickness. Therefore,
there was actually no simulation of the interactions of electrons with the components of the
treatment machine head, except for the intervening air. Also there was no simulation of the
secondary particles generated by electron interactions in the accelerator components.

The transport of the particles through air was simulated for a given collimator opening. In
their work, Borrell-Carbonell et at (1980) used a two-step approach similar to that proposed
by Berger and Seltzer (1978). The simulation results were recorded at the phantom surface,
which included the electron energy, direction and position. The electron energy was calculated
by subtracting the mean energy loss in air from the initial energy. Using the recorded electron
phase space information, the dose distributions in a water phantom were calculated using a
superposition approach similar to that of Berger and Seltzer (1978), i.e. by superposition of
the pencil beam dose kernels pre-calculated with Monte Carlo simulation.

By comparing the calculated depth dose curves with measured data, Borrell-Carbonell et at
(1980) checked their simple model for the treatment head. They found that the monoenergetic
source was a good approximation for the scanned beams from Therac 40 Sagittaire and Therac
20 Saturne, but not for scattered beams from Therac 10 Neptune. For very high-energy
(25 MeV) beams, they found that scattering from the beam defining system contributed
significantly to the depth dose distribution, even for the scanned beams; therefore they
concluded that the collimating system could not be approximated as a thin diaphragm.

2.3. The work by Rogers and Bielajew

Rogers and Bielajew (1986) calculated electron depth dose curves in a water phantom using
the EGS4 Monte Carlo code (Nelson et at 1985) by assuming point sources of monoenergetic
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electrons passing through 100 cm of vacuum. Compared with the corresponding measured data,
they found that the calculation underestimated the dose near the surface and predicted a steeper
fall-off beyond dnm, the depth of the maximum dose. Trying to explain the discrepancies, they
modelled the clinical electron beam as a monoenergetic beam of electrons passing through the
0.0127 cm Ti exit window of an accelerator, the 0.0127 cm Pb scattering foil, 102 cm of air
and 3.9 cm of styrofoam. The electron energy spectrum near the central axis of the beam was
scored at the phantom surface. The depth dose curves in the phantom were then calculated for
incident broad parallel beams with the scored energy spectra. They found that the calculated
depth dose distributions were improved by using the realistic spectrum. They also noticed that
the mean energies of the spectra were significantly influenced by the very small low-energy
tails. The depth of 50% maximum dose and the practical range were not ideal indices for
the electron mean energy and the most probable energy respectively. Comparisons of dose
distributions near inhomogeneities between Monte Carlo calculations and measurements were
reported in a separate paper (Shortt et al 1986), which gave the first clear proof that Monte
Carlo could handle electron heterogeneity problems correctly.

2.4. The work of Manfredotti et al

Manfredotti et al (1987) used the EGS3 code system (Ford and Nelson 1978) to simulate the
electron collimator and the intervening air. A source of diameter 2 mm emitting monoenergetic
electrons of 17 MeV was used in the simulation. The collimator was simulated with a 10mm
thick slab with a square window to obtain a 10 x 10 cm 2 field at the phantom surface. The
two-step approach was used; the simulated results, including energy, charge, impact points
and direction cosines of particles that arrived on the phantom surface, were scored and later
used in the three-dimensional phantom dose calculations.

2.5. The work of Andreo et al

Andreo et al (1989) studied the influence of energy and angular spread on the depth dependence
of the stopping power ratio for clinical electron beams using the Monte Carlo method. In a
similar way to Berger and Seltzer (1978), the accelerator treatment head was simplified as a
lead scattering foil and 100 cm air. The lead thicknesses were chosen to give energy and angular
distributions equivalent to those produced by all materials (except for air) within the treatment
head. The EGS4 code (Nelson et al 1985) was used to simulate a monoenergetic electron
pencil beam passing through the lead scattering foil and the air volume. The beam collimation
was simulated by restricting the direction of the electrons emitted from the scattering foil to a
forward cone, as done by Berger and Seltzer (1978). The electron energy spectrum was scored
at the phantom surface and then used for the dose calculation in the phantom by combining
with the Gaussian angular distributions of various root mean square angles. The phantom
simulation was done using the MCEF Monte Carlo code (Andreo 1980, Andreo and Brahme
1984).

2.6. The work of Keall and Hoban

Keall and Hoban (1994) calculated the energy and angular distributions for primary electrons
as well as contaminant bremsstrahlung photons for a Siemens KD2 machine using the EGS4
code (Nelson et al 1985). Like Berger and Seltzer (1978) and Andreo et al (1989), the
accelerator treatment head was simplified as the scattering foils and intervening air while
the influence of other components was ignored. For this type of accelerator, the scattering
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foil system consists of two foils, i.e. the first scattering foil (stainless steel at 6 MeV and
gold at other energies) and the second scattering foil (aluminium of a pyramid shape). The
transport of an initially monoenergetic electron pencil beam through the scattering foils and
air in the treatment head was simulated and the resulting energy and angular distributions
were scored at the phantom surface. The simulated electron angular distribution was found
to agree closely to those calculated with the Fermi-Eyges theory (Fermi 1941, Eyges 1948,
Keall and Hoban 1996, Jiang et al 1998, 1999), indicating that a Gaussian approximation to
the incident angular distribution of the primary electron beam might be adequate for use in
treatment planning algorithms. The depth dose curve in water for the bremsstrahlung photons
alone was calculated using the simulated bremsstrahlung spectrum. They found that the photon
component of a 15 MeV electron beam had a similar dmax to the 18 MV photon beam depth dose
and similar fall-off to the 10 MV photon beam depth dose. The influence of electron energy
and angular spread on the depth dose distribution was also studied. They found that, compared
with the measured data with the applicator removed, the calculated depth dose curve using a
monoenergetic beam with no angular spread had a lower surface dose and a sharper fall-off.
When the simulated energy spectrum was used, excellent agreement in both the build-up and
fall-off regions was achieved. The inclusion of the initial angular spread into the phantom
dose calculation had a negligible effect on the depth dose curve. However, the initial angular
spread was important in determining the penumbral width at the surface.

2.7. The work of Ebert and Hoban

Ebert and Hoban (1995b) performed a detailed study on the effects of electron beam cones
and cerrobend cutouts on clinical electron beams using the EGS4 system (Nelson et al 1985).
The EGS4 user code they used, RTPCARTXYZ, was based on another user code RTPCART
(Murray 1990) with elements of XYZDOS (Rogers and Bielajew 1990, Bielajew and Rogers
1992). The energy and angular characteristics of Siemens KD-2 electron beams were taken
from the Monte Carlo simulations of Keall and Hoban (1994).

In their study, simulations were performed for a variety of beam energies (6, 12 and
18 MeV) and beam angles incident on elements of the trimming plates or cutouts. The
simulated element was a semi-infinite edge of the applicator or cutout in air. The area of
the element irradiated by the electron beam was limited by a 5 mm width along the edge, the
thickness of the edge and the maximum lateral range of electrons from the edge. They found
that there were two processes significant to the dose distribution in the water phantom beneath
the edge (see figure 2). One is the scattering of the primary electrons from the vertical face
of the edge, the other is contaminant photon transmission through the edge. Other processes,
such as transmitted primary electrons, and photons and electrons generated within the edge,
etc, are negligible. The effect of the edge on the photon component in the primary beam can
be treated as simple attenuation. The electrons scattered from the vertical face of the edge
are dominantly forward directed and mostly inside the field. By studying the effect of beam
incident angle, they also found that the scattered electron fluence was significantly influenced
by the area of the vertical face of the exposed edge; more electrons were scattered from a large
exposed area. This finding indicated that cutouts with diverging edges would produce fewer
scattered electrons and thus flatter profiles than those with vertical edges. Ebert and Hoban
(1995b) also studied the influence of beam energy on the scattered electron fluence, as well
as the energy spectrum and mean energy of scattered electrons at various distances from the
applicator edge. This information helped them to build a model for applicator scatter (Ebert
and Hoban 1995a).
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Figure 2. Profiles of dose to water of three components considered (primary beam scattered
electrons, primary beam photons, photons generated in the edge by primary beam electrons) for a
12 MeV beam incident on the edge of the applicator or cutout. The edge is 50 mm above the water
surface and profiles are taken at the depth of maximum buildup for the component considered,
parallel to the line from the beam central axis to the edge. Normalization is to the dose due to
primary open beam (Ebert and Hoban 1995b).

3. Simulation of the complete accelerator treatment head

A full Monte Carlo simulation of the medical accelerator geometry is a very difficult task. A
large number of physical data (e.g. component dimensions and materials) need to be obtained
and validated with high precision. A large amount of careful coding has to be done to accurately
and efficiently model the individual accelerator components. Most of all, the simulation
results are very sensitive to the details of the model. Therefore, it requires Monte Carlo
expertise and deep understanding of electron beam characteristics to obtain good agreement
with measurements.

3.1. The work of Udale/Udale-Smnith

This difficult problem was first tackled by Udale/Udale-Smith (1988, 1990, 1992), who did
very extensive coding (about 18 000 lines of FORTRAN) based on the EGS4 code system
(Nelson etal 1985). Udale (1988) simulated a 10 MeV electron beam from a Philips SL75-20
accelerator. In this work, all the treatment head components of dosimetric importance were
modelled, including the exit window, primary collimator, scattering foil, monitor chamber,
mirror, movable jaws, accessory ring and applicator. In order to see the effects of different
parts of the treatment head on the beam, she simulated five cases (denoted from case A to
case E) at various levels of gradually increasing sophistication (see figure 3). An additional
part of the beam defining system was introduced into the simulation in each successive case.
In case A, a monoenergetic pencil beam was incident directly on the phantom. In case B a
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monoenergetic isotropic point source at 95 cm from the phantom was used and the effect of
intervening air was simulated. This was similar to the work of Borrell-Carbonell et al (1980).
In case C the simulation was performed for a monoenergetic pencil beam incident on the
electron window 95 cm above the phantom and interacting with the scattering foil, ionization
chamber, mirror and air. In this case everything in the beam's path was simulated, but no
collimating components. The geometry used in this case was more complex than that used by
Berger and Seltzer (1978), Andreo et al (1989) and Keall and Hoban (1994). In case D the
movable jaws and accessory ring were added to case C and in case E the electron applicator
was added additionally.

Case A B C 0 E

0 0

40 "4 " ' 0

Z axis X 1 ri aM s

60 60

100 100

Figure 3. Schematic diagram of five simulation geometries with gradually increased sophistication
used by Udale (1988) to study the influence of treatment head components on beam characteristics at
the phantom surface. In case A, a monoenergetic pencil beam was incident directly on the phantom.
In case B a monoenergetic isotropic point source at 95 cm from the phantom was used and the
effect of intervening air was simulated. In case C the simulation was performed for a monoenergetic
pencil beam incident on the electron window 95 cm above the phantom and interacting with the
scattering foil, ionization chamber, mirror and air. In case D the movable jaws and accessory ritg
were added to case C and in case E the electron applicator was added.

Some approximations were made in the modelling of accelerator components in the work
of Udale (1988). The primary collimator system was described as a series of concentric
cylinders. The monitor ionization chamber and primary collimator extended to infinity radially,
and movable jaws were semi-infinite. The initial energy of the pencil electron beam at the exit
window for a nominally 10 MeV beam was determined by matching the 50% dose depth (R50)
and the electron practical range (Rp) between calculated and measured depth dose curves.
Some variance reduction techniques were employed, such as the range rejection technique, i.e.
particles were discarded if they did not have enough energy to reach the scoring plane at the
bottom of the treatment head.

The two-step approach was adopted in the simulation of Udale (1988). In the first step, the
treatment head was simulated and the simulation results (the particle phase space data) were
recorded at a scoring plane at the phantom surface. The phase space information included
particle type, energy, angle to the beam central axis and position at the phantom surface, which
were stored in a four-dimensional array. In the second step, the dose distributions in the
phantom were calculated using the scored phase space data as input.
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To reduce the number of storage data about the beam exiting the treatment head and
to simplify the phantom simulation, Udale (1988) used a so-called planar approximation.
The energy spectrum was integrated over radius and angle, and the angular distribution was
integrated over radius and energy. The angular distribution was defined relative to the beam
central axis and there was no dependence on the azimuthal angle at any point. Under this
simplification, beam divergence and the correlation among particle energy, angle and position
were ignored. The beam was considered to comprise identical pencil beams all incident parallel
to the beam central axis. Each pencil beam had the same energy and angular distributions. The
dose distribution for each pencil beam was radially symmetric with respect to the beam central
axis. A circular field was used to approximate the square field. Using the reciprocity principle,
the depth dose to a region centred on the central axis with a radius of 0.25 cm was calculated
by simulating a beam of radius 0.25 cm and scoring dose deposition in a cylindrical region
with a cross-sectional area equal to that of the cylindrical beam. In this way the calculation
efficiency was significantly improved, which was crucial at the time when this work was done.

Another technique used by Udale (1988) to reduce the statistical uncertainty and thus
to speed up the simulation was to simulate primary electrons, secondary electrons and
contaminant photons separately in a water phantom. The resulting dose distributions were
scaled according to the relative numbers of each particle type and summed to give the total
distribution. An extra benefit of using this approach was that some correlation between particle
energy and angle was retained; for primary and secondary electrons energy spectra and angular
distributions were used which were significantly different.

By simulating five cases with gradually increasing sophistication, Udale (1988) studied
the influence of treatment head components on beam characteristics at the phantom surface.
The effect of cone size on the beam characteristics was also investigated. The contributions to
the central axis depth dose from the secondary electron component and photon component were
calculated. The calculated depth dose curves were compared with the measurement to verify
the simulation. The agreement was better for the smaller fields. Range-energy relationship
was also checked.

In a follow-up study, Udale-Smith (1992) extended the EGS4 Monte Carlo simulation to
two other Philips machines, the SL75-14/N and SLI5, in addition to the SL75-20. One of the
purposes of this work was to verify the dosimetric improvement of these two new machines over
the SL75-20. The major improvement of the SL75-14/N over the SL75-20 included the use of
a dual-foil scattering system rather than the single-foil scattering system, a low-mass ionization
chamber and the aperture-plate applicator rather than the tubular electron applicator. As in the
previous work (Udale 1988), the information on the component dimensions and materials for
all machines was supplied by the manufacturer. But there were two pieces of information which
could not be obtained from the manufacturer. One was the source spot size. A monoenergetic
pencil beam was assumed. The other was the actual energy of the pencil electron beam at the
exit window. Udale-Smith (1992) chose the incident energy, which gave depth-dose curves
with practical ranges close to the measured values. As pointed out by Udale-Smith (1992), the
introduction of empirical procedures was not satisfactory but could not be avoided.

Some important improvements of the simulation techniques were proposed. For the
simulation of the SL75-20 machine, the entire treatment head geometry was treated as a
single system. It was extremely complicated to modify the geometry. For SL75-14/N and

SLI5 machines a modular approach was used. Each treatment head component was treated
as an independent module. Along the beam direction there was no overlapping between any
two neighbouring components. The transport of particles in each module was independent of
the geometry of the neighbouring components. This concept of component module (CM) was
later adopted and extended by Rogers et al (1 995a) in the design of the EGS4/BEAM system.
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For the simulations of the SL75-20 and SL75-14/N machines, the planar approximation
was used as in the previous work (Udale 1988). Four particle types were scored separately:
primary electrons, secondary electrons, photons and positrons. These assumptions were
reasonable for the SL75-20 accelerator. However, the simulation of the SL75-14/N machine
indicated that they were not adequate for cleaner beams produced by the modified collimating
system. Therefore a more realistic model was used in the simulation of the SL15 machine.
Five particle types were scored: applicator scattered electrons, jaw scattered electrons, direct
electrons (not scattered by the secondary collimating devices), contaminant photons and
positrons. For direct electrons, beam divergence and the correlation between energy and
direction were taken into account. Five energy bands were used for the direct electrons and for
each band there was an appropriate angular distribution. Beam divergence was considered by
storing the angle between the electron direction at the scoring plane and a ray from the source
incident at the same point on the scoring plane.

The phantom simulations for SL75-20 and SL75-14/N were the same as in the previous
work (Udale 1988). The planar approximation was found to be inadequate for SL75-14/N and
SLI5. Hence, two different approximations were used to include beam divergence into the
phantom simulation for the SLI5 machine. In one approximation, the central axis depth dose
was calculated using the reciprocity principle. Then, an inverse-square correction was applied
to the resulting central axis depth dose curve for direct electrons. In the other approximation,
a voxel geometry was modelled and then the divergence of the direct electron component was
considered explicitly.

The simulations of Udale-Smith (1992) veri fled the improvement of SL75-14/N and SL 15
over SL75-20. For these two new types of Philips accelerator, the beams were cleaner
because (a) there were fewer secondary electrons and contaminant photons in the beams,
(b) the contaminant photons had much lower mean energy thus contributed less to the dose
distributions, (c) there were fewer low-energy electrons in the electron energy spectra, and
(d) the electron angular distributions were narrower.

Udale-Smith (1992) benchmarked the simulations by comparing the calculated and mea-
sured depth dose distributions. It was found that the introduction of some correlation between
energy and direction for direct electrons improved the calculation accuracy. Allowing for the
beam divergence also had a beneficial effect. The use of a simple inverse-square correction
was shown to be a useful first-order estimate of the effect of beam divergence, allowing quick
calculations to be performed and then corrected. Using voxel geometry for phantom simula-
tion took into account the beam divergence explicitly and was shown to give excellent results.
It was a useful starting point for the development of CT based Monte Carlo treatment planning
as the patient body can be approximated as voxel geometry built from CT numbers.

3.2. Work by other investigators

In addition to the work of Udale-Smith (1990) and the development of the BEAM system
(Rogers et al 1995a), there were also some other efforts to simulate a complete electron
medical accelerator. To evaluate changes in the electron energy spectrum, depth dose and
dose profile for two cone designs for Varian Clinac 2100C accelerators, Kassaee et al (1994)
performed Monte Carlo simulation for the treatment head using the cylindrical symmetry
CYLTRAN option in ITS Monte Carlo code (Halbeib and Mehlhorn 1984). The treatment
head components modelled were scattering foil, photon jaws, electron cones and intervening
air. Cones were modelled as a series of circular apertures. Energy spectrum and beam profile
were investigated for a 9 MeV monoenergetic electron beam impinging on the 0.025 mm
thick Be exit window. Like Udale (1988), to study the influence of different components and
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the difference of two cone designs, Kassaee et al (1994) simulated four cases of different
geometrical arrangements of the beam defining system, which were (a) scattering foil only,
(b) scattering foil and photon jaws, (c) scattering foil, photon jaws and new cone design, and
(d) scattering foil, jaws and old cone design. It was found that the presence of the movable
jaws did not significantly modify the electron energy spectrum. The low-energy secondary
electron component of the beam exiting the new cone was significantly reduced because the
trimming plates were thick enough to absorb all the incident primary electrons, which was
verified by Rogers et al (1995a) and consistent with the simulation results of Ebert and Hoban
(1995b). The dose in the beam penumbral region was lower for the new cones because the
leakage of secondary electrons from the cone aperture and housing was appreciably reduced.

Burns et al (1995) briefly mentioned a full Monte Carlo simulation of an accelerator
treatment head to determine the electron stopping powers and practical ranges for clinical
electron beams. An EGS4 user code was developed to model the scattering foil, the collimating
system and the intervening air. Unfortunately, no further details were given in the paper.

More recently, Pawlicki (1998) modelled a Varian Clinac 1800 accelerator using the
geometry package PENGEOM of the PENELOPE Monte Carlo code system (Salvat et al
1996). He combined the accelerator simulation with the patient dose calculation in a 3D
rectilinear phantom built from CT data.

4. The OMEGA BEAM system

The work of Udale/Udale-Smith (1988,1990,1992) brought the Monte Carlo simulation of
electron accelerators to a new stage. Her simulation was no longer restricted to cylindrical
symmetry. However, without a large effort, her code could hardly be applied to other types of
accelerators, although it was well structured. As pointed out by herself (Udale 1988), 'In many
ways the simulation has been very crude'. In order to supply accurate clinical beam information
from a wide variety of medical accelerators for electron beam Monte Carlo simulation, a better
code system with greater flexibility and extensibility was needed. This led to the development
of the BEAM system (Rogers et al 1995a,b). Because of the significance of the BEAM
code, it is worthwhile devoting this entire section to a description of this code system and its
applications.

4.1. Descriptions of the BEAM code

The OMEGA (Ottawa Madison Electron Gamma Algorithm) project was a collaborative effort
between the University of Wisconsin, Madison, and the National Research Council of Canada,
Ottawa (Mackie etal 1990, 1994, Rogers etal 1990). The goal was to develop a full 3D electron
beam treatment planning system using the Monte Carlo simulation technique to calculate dose
distributions in a patient. A major achievement of this project was the development of the
BEAM and DOSXYZ code systems (Rogers et al 1995a,b, Ma and Rogers 1995a,c, Ma
et al 1995). Both BEAM and DOSXYZ were based on the PRESTA extension of the EGS4
Monte Carlo system (Nelson etal 1985, Bielajew and Rogers 1987, Rogers and Bielajew 1990,
Bielajew et al 1994).

Although the original emphasis was on the simulation of clinical electron beams from
medical accelerators, the BEAM code was equally applicable to all other radiation therapy
units, including high-energy photon beams from accelerators, 6°Co beams or kilovoltage x-ray
beams. The code was also a versatile, general-purpose Monte Carlo transport package, which
could be used in a wide variety of applications besides simulating radiation therapy beams.
There were many important and useful new features in the BEAM code (Rogers et al 1995a).
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These included the use of the component modules (CMs), scoring particles' phase space
information, tracking each particle's history, applying various variance reduction techniques,
setting up a file/structure for parallel processing and developing a user-friendly interface.

The concept of component module was used in the code design of Udale-Smith (1992).
In the BEAM code, this method was extended and played a very important role (Rogers et al
1995a). Component modules were actually a variety of elementary geometric entities and
could be used to represent the components of an accelerator. Each CM dealt with a specific
class of geometric shape and was contained between two planes, which were perpendicular
to the beam axis. No overlapping between CMs was allowed. Each CM operated completely
independently of the other CMs. A CM was defined with a variety of parameters rather than
explicit values related to the geometric shape and material type. The parameter values were
specified in an input file given by the user to model a specific accelerator component when
performing a simulation. Figure 4 shows the diagrams for nine different CMs.

The beauty of this element of the design philosophy of BEAM was that each CM acted
like a 'brick' and the model for the whole treatment head could be easily built up by simply
putting a series of CMs together according to the technical drawing of an accelerator treatment
head. This feature allowed accelerators of different manufacturers and different designs to
be modelled at any level of complexity with little effort, even for users without much Monte
Carlo coding experience. Also, this feature reduced the chance of making mistakes during the
modelling process and made the quality assurance easier. The independence of each component
of the geometry package allowed each CM to be tested and debugged in isolation.

Another important element of the basic design philosophy in the BEAM code was the
recording of the complete phase space information of each individual particle crossing the
scoring planes (Rogers et al 1995a). The information included the charge, energy, position,
direction and a history tag (see below) for each particle. The phase space data could be recorded
at the back plane, perpendicular to the beam axis, of any specified component module in the
accelerator model. There could be an arbitrary number of scoring planes and a phase space
data file could be created at each plane.

An important parameter in the phase space data file was the history tag variable, LATCH,
which was a feature of EGS4 (Nelson et al 1985). In the BEAM code, however, each bit of
LATCH was manipulated separately to fully utilize this tag. Using LATCH one could easily
keep track of each particle's history and the information to score dose components separately,
and then analyse the relative dose contributions from various accelerator components. In order
to evaluate the influence of different accelerator components, Udale (1988) and Kassaee et al
(1994) simulated several cases of different levels of complexity. With LATCH, it can be done
in one simulation (Rogers et al 1995a). The phase space data file could be analysed using
various data analysis programs (Ma and Rogers 1 995a, b, c). LATCH provided a powerful tool
for studying the characteristics of clinical electron beams with these programs.

A phase space file could be re-used by the BEAM code itself (Rogers et al 1995a). This
allowed the user to simulate a treatment head in separate steps. For example, the user could
simulate the treatment head from the exit window down to the upper surface of the last trimming
plate of the electron applicator and then re-use the recorded phase space data to simulate the last
scraper with various patient-specific cutouts. For an energy/cone combination, the first step of
the simulation could be done once and for all, and thus avoid the repetition of the simulation
for the subsequent simulation for different electron cutouts (Zhang et al 1998, 1999, Kapur
et al 1998, Jiang et al 1999). The phase space data could also be used by the DOSXYZ code
(Ma et al 1995, Rogers and Bielajew 1990, Bielajew and Rogers 1992), which was designed
to perform dose calculations in a 3D rectilinear geometry to simulate various phantoms and
the patient geometry built from CT data.
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Figure 4. (Continued)

The two-step approach was a common technique for simulating accelerator treatment head

and performing phantom dose calculations (Berger and Seltzer 1978, Borrell-Carbonell et al

1980, Manfredotti etal 1987, Udale 1988, Udale-Smith 1990, 1992). For disk space and other

reasons, the correlation between particle energy, direction and position was usually broken,
which led to inaccuracies in the reconstructed incident beam as demonstrated by Andreo and

Fransson (1989) and in the dose distributions as shown by Udale-Smith (1992). BEAM also

used the two-step approach. However, since the full phase space information for each particle

was recorded, the correlation was completely retained. Actually, because BEAM used the

phase space data file, this two-step approach was almost equivalent to a complete simulation

of the treatment head and the phantom; particles were only 'frozen' temporally at the scoring
plane, with all the information to continue for further BEAM simulation or performing phantom

dose calculation. The approach of scoring a particle's full phase space information was proved
to be not only flexible but also, and even more importantly, a solution to the correlation problem.

The major drawback with the approach was that it generated large data files and thus took a

large amount of disk space, hundreds of megabytes for an electron beam and several gigabytes

for a photon beam (Rogers et al 1995a, Kapur et al 1998).
Some useful variance reduction techniques were used in the BEAM code (Rogers et al

1995a, b). One was the range rejection method. In the BEAM code, however, this technique

was further improved. Tables of the residual ranges to the threshold energy (AE) in each

medium as a function of electron energy were pre-calculated using the restricted stopping

powers. If a charged particle could not escape from the current region or reach a scoring

plane, it was terminated. Other variance reduction techniques used in BEAM included photon

interaction forcing, bremsstrahlung splitting and Russian roulette. These techniques have

been described by Bielajew and Rogers (1988) and can be easily implemented in an EGS4

user code using the Mortran macros included in the EGS4 distribution. When a photon is forced

to interact in the phantom the weight of the photon and all its descendents will be reduced

to reflect the actual probability for such an interaction in the phantom. This photon forcing

method worked for dose calculation in the phantom but failed for fluence scoring, as those
photons, which did not interact in the phantom, were not transported. Ma (1992) improved

the photon forcing technique by forcing the photons to interact not only in the entire phantom

but also in any selected regions of interest. A fictitious photon that carried the remaining
weight of the incident photon was transported to ensure the accuracy of both dose and photon

fluence calculations (Ma 1992). This new photon forcing technique was implemented in the
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Figure 5. The treatment head of the Varian Clinac 2100C as shown by EGS-windows. About
100 electrons coming from the exit vacuum window are simulated and their tracks are shown in

the picture (Rogers et al 1995a).

(This figure can be viewed in colour in the electronic version of the article; see www. iop. org)

BEAM code and the photons could be forced to interact in any accelerator component as
required (Rogers et al 1995b). The Russian roulette technique was recommended for use with
the bremsstrahlung splitting technique. In a photon beam simulation, the efficiency of the
bremsstrahlung photon production can be significantly improved using the particle splitting
technique. However, fewer electrons generated by these photons in the treatment head can
reach the scoring plane. The simulation efficiency can be significantly improved by applying
the Russian roulette technique to these electrons.

Recently, a user interface program, BEAMGUI, has been written which has greatly
simplified the process for writing BEAM input files. A similar user interface was also
developed for the DOSXYZ program (Treurniet and Rogers 1998). This has made the BEAM
system more user-friendly. Furthermore, the code can be used to score data to produce a
3D display of the accelerator geometry and particle histories using a graphics package called
EGS-windows (Bielajew and Weibe 1991). Figure 5 shows a Varian Clinac 2100C machine
using EGS-windows and the simulated tracks of some electrons and photons. A file structure
can be set up to run the dose calculation in parallel. Different input files can be generated for the
same beam and phantom configuration but with different random number seeds to ensure the
independence of the individual results. The final results can be combined using the software
provided. Many efforts were also made to document the code well, especially in the source
code (Rogers et al 1995b, Ma et al 1995, Ma and Rogers 1995a, b, c).
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4.2. Benchmarks and applications of the BEAM code

4.2. 1. The work by the NRCCgroup. The BEAM code has been first benchmarked extensively
for electron beams from medical accelerators and used in a wide variety of applications by its
developer, the NRCC (National Research Council of Canada) group.

Rogers et al (1995a) compared the calculated dose distributions with measurements in a
homogeneous water phantom for a wide variety of accelerators, including the NRC 35 MeV
research accelerator, a Varian Clinac 2100C, a Philips SL75-20, an AECL Therac 20 and
a Scanditronix MM50. The NRC research accelerator has a narrow, well-known electron
energy. They found that the calculated and measured depth dose curves and dose profiles
were in excellent agreement using no free parameters. The energy and angular distribution of
electrons at the exit window of a commercial medical accelerator is usually unknown to the
user. Like Udale-Smith (1990), Rogers et al (1995a) assumed that all beams in the accelerator
vacuum were monoenergetic and on-axis, and selected the incident electron energy by matching
the calculated and measured values of the 50% dose depth, R50. The depth dose curves could
be calculated with an accuracy better than 2% of Dmx for almost any beams simulated. A
more detailed benchmark was given in a compilation by Ding and Rogers (1995). In addition L...
to those five linear accelerators studied by Rogers et al (I 995a), Ding and Rogers (1995) also
simulated a Siemens KD2 machine. For each accelerator, they calculated the dose distributions
in a water phantom for up to five electron beams with an energy range of 5-50 MeV. For all
cases, the calculated and measured dose distributions agreed well.

A detailed study on electron beams from a Varian Clinac 2100C machine was also
presented by Rogers et al (1 995a). The contributions from electrons and photons from different
parts of the accelerator to the depth dose curve and dose profiles were analysed. Consistent
with the results of Kassaee etal (1994), they also found that the new applicator design reduced
low-energy electrons from the applicator and gave a significantly cleaner beam. As a substitute
to the new cone design, they found that an equivalent dosimetric effect could be achieved by
adding an additional piece of lead on top of an aluminium scraper. They found that the dose
distributions were sensitive to the details of the accelerator. For example, for a Clinac 2100C
machine, either using a different monitor chamber or changing the jaw setting slightly would
result in distinct changes in the dose distributions.

Ma et al (I 993a, 1994) used the BEAM code to study the characteristics of the electron
beams from three different linear accelerators, Philips SL75-20, AECL Therac 20 and Varian
Clinac 2100C. Electron beams of nominal energies 6-20 MeV were simulated using the BEAM
code. The results showed that for a Varian Clinac 21 OOC accelerator, electrons from individual
components had distinct energy and angular distributions. The normalized energy spectra for
each component varied by less than 5% for the same energy bin within a collimated 10 x 10 cm 2

field. About 10% of the electrons from the applicator are incident at relatively large angles,
peaked at 6 and 15 degrees. These observations led to the development of simplified beam
models to replace the simulated phase space data (Ma and Rogers 1995b, c).

A key parameter in the simplified beam model is the virtual point source (VPS) position.
Ma et al (1997a) simulated electron beams emerging from the treatment head and calculated
the dose distributions in a water phantom with varying air gap thicknesses. Dose distributions
were also calculated for an ideal point source with various SSD values in order to verify several
commonly used methods for VPS position measurements. The results showed that the 'pin-
hole' method and the 'full-width half-maximum' (FWHM) method could accurately predict the
source positions while the 'inverse square' method usually gave smaller SSD values, especially
for lower electron energies. The virtual SSD values obtained using the first two methods were
suitable for direct Monte Carlo or analytical calculations, with a point source model, of dose
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Figure 6 Calculated components of electron energy spectrum, angular distribution (at the phantom
surface), depth-dose Curve and dose profile (at 0.1 cm depth) for a Clinac 2 OOC with beam energy
9 MeV felcd size 10 10 CM2 and SSD = 100 cm, using BEAM and DOSXYZ codes (Ding
and Rogers 19995)

distributions with correct FWHM values. Based on these studies, Ma and Rogers (I 995b, c)
and Ma et al (Ib997a) proposed a multiple source model consisting of a series of sources based
on the energy and angular distributions of individual accelerator components. The user could
predetermine the complexity of these models so that the full phase-space data for these beams
could be reproduced with the desired accuracy.

Using the BEAM code, the energy and angular spectra of electrons and photons could be
easily obtained. Rogers et at ( 1995a) calculated 18 electron spectra for four different clinical
accelerators, including a non-standard Varian Clinac 20 1aoC with a Type 11 applicator, Philips
SL75-20 with a tubular applicator and the scanned beams from the Therac 20 and MM50
Racetrack Microtron. The results for the SL75-20 accelerator were compared with those of
Udale-Smith (1990). Some differences were seen for a 10 MeV beam and could be partially
attributed to the different values of AE and cutoff energy, as well as different regions from where
electrons were included in the spectra. Figure 6 shows the detailed analysis of the components
of the electron energy spectrum, angular distribution, depth dose distribution and dose profile
for a 9 MeV beam from a Varian Clinac 2 100C accelerator. These results showed that most
large-angle electrons were contributed by scattered electrons from applicators while scattered
electrons from jaws had a relatively smaller angular spread for beams from accelerators with
scattering foils. They also found that the contaminant photons were forward directed with a
small angular spread because they were mainly produced in scattering foils.
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Using the BEAM simulation results for a variety of clinical accelerators, Ding et al (1996)
studied the mean energy in a water phantom for realistic electron beams from a variety of
accelerators. They calculated the Spencer-Attix water/air restricted mass stopping power ratio
for realistic electron beams in the energy range from 5-50 MeV and compared the results with
those determined according to AAPM and IAEA protocols based on monoenergetic parallel
beams (Ding et al 1995). A universal correction to the stopping power ratios for electron beam
reference dosimetry was presented in terms of per cent depth dose in the photon tail. Ding et al
(1997) also performed detailed studies of fluence correction factors using the realistic beam
data simulated with the BEAM code.

The BEAM code has also been used to study the beam monitor chamber backscatter effect
for electron beams. Ding et al (1994) found that, for a Clinac 2100C machine, the amount
of backscatter decreased from 8% to 3% as the beam energy went from 6 to 18 MeV. They
also found that 99% of the backscatter came from a fixed shielding ring downstream of the
monitor chamber in the Clinac 2100C. The rest came from the collimator and applicator, and
almost none from the water phantom. Using the BEAM code, Zhang et al (1998) studied the
effects of changes in stopping power ratios with field size on electron beam relative output
factors. They simulated electron beams for different field size, energies and machines and then
calculated the stopping power ratios. It was found that this effect was negligible, due to error
cancellation, as long as the AAPM TG-25 protocol (AAPM 1991) was followed with stopping
power ratio data for broad monoenergetic beams (AAPM 1983). Zhang et al (1999) calculated
the output factors versus size of square cutouts for electron beams with energies between 6 and
13 MeV and from a Siemens MD2 machine. The calculated relative output factors at 100 cm
and 115 cm SSD agreed within 1% with the measurements.

4.2.2. The work of the Stanford group. The research group at Stanford University has been
actively working on the clinical implementation of the Monte Carlo technique for radiotherapy
treatment planning (Ma et al 1999). They have investigated the various aspects in the
implementation procedure: simulation of electron beams from clinical accelerators (Kapur
et al 1998, Ma et al 1999), beam characterization and modelling for dose calculations (Ma
1998), beam commissioning procedures for clinical implementation (Ma et al 1997c, Jiang
et al 1999), and calculations of electron output factors for small fields (Kapur et al 1997,
1998, Ma et al 1997b) and extended air gaps (Mok et al 1997, Ma et al 1999). Further
studies were carried out to calculate the dosimetric data required for performing accurate dose
measurements for beam commissioning (Kapur and Ma 1999). More studies were reported on
the effect of heterogeneous patient anatomy on the dose distributions and comparisons with
conventional dose algorithms (Ma et al 1999).

Ma et al (1999) reported on the simulation of the electron beams (4-20 MeV) from
three types of Varian accelerators, namely Clinac 1800, 2100C and 2300C/D, using the
BEAM code. The dose distributions in a solid water phantom were calculated using the
DOSXYZ code (Ma et al 1995) and compared with measured beam data according to
specially designed commissioning procedures (Ma et al 1997c). The accelerator simulation
was refined by adjusting the incident energy and simulating the details of the accelerator
components until the difference between the Monte Carlo results and measurements was
reduced to within 2% of the maximum dose value. The Monte Carlo calculated isodose curves
agreed well with the measured data (using film and ionization chamber) while the results
from a commercial treatment planning system with a 3D pencil beam algorithm differed
significantly in some typical cases (e.g. >5 mm shift in the depth of the maximum dose,
dmax, and the 90% isodose line). The Monte Carlo method accurately predicted the beam
output (agreed to within 2% with the measured value) for small irregular fields while the film
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measurements at a fixed dmx resulted in an uncertainty of up to 10% for a 6 MeV electron
beam.

Mok et al (1997) studied the air gap factor for electron fields at extended source distances,
the airgap factorbeing defined as the ratio of the machine output fora field defined by a cutout
at an extended SSD to the output of the same field at the standard SSD. They used the BEAM
code to simulate the phase space data for the electron beams (6-20 MeV) from a Varian Clinac
2100C accelerator and the DOSXYZ code to calculate the dose values in a water phantom.
Comparisons of the Monte Carlo calculations and the measured results showed that the air gap
factors could be accurately predicted (within 2%) for square fields of sizes from 10 x 10 cm 2

to 2 x 2 cm 2. Similar results were found for elongated fields and irregular fields of various
sizes (Mok et al 1997, Ma et al 1999). They concluded that when set up properly the Monte
Carlo program could be used for output factor calculations for small and irregular electron
fields by a dosimetrist or a medical physicist with little Monte Carlo knowledge.

Ma et al (1997c) reported on the procedures for commissioning the computer simulated
clinical beams for the implementation of the Monte Carlo technique for treatment planning.
The EGS4/BEAM system was used for the simulation of the beams from several clinical
accelerators: Varian Clinac 1800, 2100C and 2300C/D. The EGS4/DOSXYZ code was used
for the dose calculations in water and in patients (phantoms built from CT data). The simulated
beam data were compared with measurements performed using ionization chambers, diode
detectors, TLDs and film. The dosimeter readings were converted using the stopping power
ratios calculated for the realistic beams (Kapur and Ma 1999) and the dosimeter perturbation
effects were properly corrected. They were able to keep the difference between the calculated
and the measured dose, anywhere in the phantom, to about 2% of Da,. The output factor (OF)
calculation was more sensitive to the details of the linear accelerator; the photon jaw positions
in an electron beam could significantly change the OF values which had to be simulated
accurately to match the measured data to within 2%. They have developed procedures and
successfully commissioned the beams used at the Stanford Medical Center. As a result, the
uncertainty in the OF for small irregular field electrons was reduced from 5-10% to about 3%
with Monte Carlo treatment planning.

Output factors for electron beams from a Varian Clinac 2100C accelerator were
investigated systematically by Kapur et al (1998). Electron beams of 6-20 MeV nominal
energy for rectangular and square inserts varying in field size from I x 1 cm 2 to 20 x 20 cm 2

were simulated using the Monte Carlo calculated phase space files. The calculations for water
phantoms yielded values that were consistent with the measured values to within 2% for the
range of applicator and square/rectangular insert combinations used on these machines for all
the beam energies. The variations of output factors for different applicator-insert combinations
were quantitatively assessed by separating the contributions of the direct and indirect particles
to the total output factor. Beam characteristics such as the energy spectrum, planar fluence and
angular distribution were studied to correlate the observed trends qualitatively. The use of these
phase space files to compute output factors for arbitrarily shaped electron cutouts such as those
used clinically for electron boosts in breast or head-and-neck cancers was examined. It was
found that Monte Carlo calculations reproduced the measured values in water phantoms more
accurately than a commercial treatment planning system which uses a 3D pencil beam dose
calculation algorithm (Hogstrom et al 1981), especially under the conditions of compromised
lateral scatter equilibrium.

Kapur and Ma (1999) also studied the restricted mass collision stopping power ratios for
clinical electron beams of 6-20 MeV nominal energy from a Varian Clinac 2100C accelerator.
The Monte Carlo simulations used for this purpose were performed for a variety of beam
geometries including narrow to broad beams, normal to oblique angulation and various SSDs
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for homogeneous water phantoms as well as heterogeneous phantoms, for various detector
materials. The homogeneous water phantom calculations in this energy range were consistent
with protocol recommended values for water-to-air ratios under broad, normal incidence
conditions (AAPM 1983). The ratios for narrow realistic clinical beams differed by up to
1% compared with the broad realistic clinical beams, the differences being most significant
for water-to-air, film materials and silicon and much smaller for water-to-detector materials
such as graphite, ferrous sulphate, PMMA, polystyrene and lithium fluoride. In heterogeneous
phantoms comprising water and layered lung- or bone-like plastic materials, stopping power
ratios for water-to-detector were compared with the same in identical sized water phantoms
using the stopping power ratio correction factors. These factors were found to vary in depth
most for water-to-air, film materials and silicon, and to a lesser extent for the other detector
materials described above. The extent of variation depended on the actual construction and
geometry of the heterogeneous phantoms.

4.2.3. The work of the T-SRCC group. Faddegon et al (1998) described their work on
implementing Monte Carlo for electron beam treatment planning at the Toronto-Sunnybrook
Regional Cancer Center (T-SRCC). Beam data for their current clinical implementation
consisted entirely of full phase space data sets simulated using the EGS4/BEAM code (Rogers
et al 1995a). All 14 beams on a Siemens MXE (5-14 MeV) and a Philips SL20 (4-20 MeV)
were commissioned for two applicators, covering nominal 10 x 10 cm 2 and 15 x 15 cm 2 fields.
After spending substantial effort in commissioning, they still had unresolved discrepancies of
3% (or 2 mm in isodose lines) in the measured and calculated dose distributions (Faddegon
et al 1998). They considered it likely to be sufficient to weight the beam data with some
simple, slowly varying functions of energy and position to improve the calculation accuracy
from a clinical perspective. Preliminary work on deriving beam data from measured dose
distributions was done using a simple beam model of a point source with spectral distribution
(Faddegon 1995). An unfolding technique was utilized to extract appropriate weights for
a response matrix of monoenergetic depth doses to yield the measured depth doses. The
unfolded spectral distribution had a 50% excess of low-energy electrons to compensate for the
assumption of a point source with no angular distribution about the ray lines. Further work was
proposed to resolve the level of detail and accuracy required in a beam model to adequately
represent a beam, and to determine which concise set of measurements and methodology was
most clinically viable for determining the beam model parameters (Faddegon et al 1998).

4.2.4. The work of Karlsson et al. Karlsson et al (1999) investigated the electron beam
characteristics for a Varian Clinac 2300C/D accelerator. The purpose was to find out how a
conventional treatment head could be modified to use multileaf collimated electron beams.
Using the computer controlled multileaf collimator (MLC) for both photon and electron
fields, automatic setup would be possible and complex field shapes and beam matching could
be achieved. The physical parameters investigated in this work were beam penumbra and
virtual/effective source position which were considered to be essential in beam matching and
for dosimetry calculations. A 9 MeV nominal electron energy beam was simulated using the
EGS4/BEAM code for various geometry combinations. Karlsson et al (1999) reported that
the beam characteristics would fulfil their preset criteria for clinical use for electron beams
of nominal energies down to 9 MeV by replacing the air in the treatment head with helium,
changing the primary scattering foil position, using a thinner monitor chamber and lowering
the MLC. Another proposal was made based on their Monte Carlo simulations that the electron
beam characteristics would still be acceptable by inserting a helium balloon between the MLC
and the patient. Thus, no change to the MLC would be necessary.
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5. Discussion

During the last two decades, significant efforts have been made in Monte Carlo modelling
of the clinical electron beams from medical accelerators. Many major issues have been
addressed through detailed Monte Carlo simulations. Such efforts have been facilitated by
the development of the BEAM code. Electron beams from various clinical accelerators have
been studied more systematically for different purposes by different research groups. The
accelerator manufacturers have studied the beam characteristics to improve accelerator design,
although they have not published any detailed reports in the literature. The accelerator users
have studied the beam phase space information to derive necessary dosimetric data for accurate
dosimetry measurement and to perform accurate dose calculations for radiotherapy treatment
planning. However, there are still a variety of practical problems associated with the accuracy
of the accelerator simulation using the Monte Carlo techniques.

5. 1. Simulation accuracy

The most basic information required for a Monte Carlo simulation of a treatment head is
the specifications of the accelerator parts, such as their locations, dimensions and materials.
Without knowing the component specifications precisely, the simulation results may be of
limited usefulness. So far, it seems difficult to get adequate information about a specific
accelerator from the manufacturers (Udale-Smith 1992, Rogers et al 1995a). Because of
the commercial value of the detailed specifications of the accelerator parts, manufacturers
are usually reluctant to provide the information with the necessary details for Monte Carlo
modelling. Furthermore, newly purchased accelerators are often adjusted on-site for individual
users, for example by selection of scattering foils or tuning of the waveguide, to match the
beam characteristics of the machine to be replaced, or the existing machines. The situation
may be further complicated due to accelerator repair, improvement or update. Accelerators
of the same model may not consist of exactly the same components. For example, the same
type of accelerator may have different scattering foils, flattening filters, monitor chambers or
applicators.

Another practical problem is that it is difficult for users to know the precise phase space
information of electrons at the vacuum exit window, such as spot size and location, electron
energy distribution and angular distribution. When performing Monte Carlo electron beam
simulations it has been common practice to assume a pencil beam of monoenergetic electrons
at the accelerator vacuum window. The initial energy of the pencil beam is determined by
matching the calculated and measured values of some dosimetric quantities, say, R50 or R
(Udale 1988, Udale-Smith 1990, 1992, Keall and Hoban 1994, Rogers et all 995a, Kapur et al
1998, Ma et al 1999). It has been found that the final depth dose curve is not sensitive to the
width of the incident energy spectrum, unless the spectrum was very broad (Rogers etal 1 995a).
This approach has been demonstrated to be practical and adequate for radiotherapy dose
calculations. However, the introduction of these empirical procedures does call into question
the accuracy of the simulation results, such as the characteristics of the actual beam phase space
data, even though the final dose distribution agrees well with the measured data. For example,
the calculated energy spectrum is not necessarily an accurate representation of the realistic
spectrum. In addition, as pointed out by Rogers et al (I 995a), there may be other, more subtle
effects, for which this approach may fail. There is a paucity of experimental data on the fluence
of clinical electron beams (Deasy el al 1996). Thus, there is still rationale for establishing
a benchmark for treatment head simulation based on fluence and dose measurements using a
research accelerator with well known source and treatment head details (Faddegon et al 1998).
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It is clear that the required accuracy of accelerator simulation depends on the required
accuracy of the end point quantities to be investigated. For Monte Carlo treatment planning,
the accuracy of the electron phase space data is usually ensured in such a way that the Monte
Carlo calculated dose distributions would be consistent with the measured data to within 2% of
the maximum dose (Kapur et al 1998, Ma et all 1999). This criterion seems to be practical and
adequate as the I a uncertainty on the dose distributions measured clinically is usually about
2% following the recommended dosimetry procedures (cf IAEA 1987, AAPM 1983, 1991).
The la uncertainty in the dose at a point in a phantom in a routine clinical measurement
is more likely to be about 3% (Khan 1994). Experience has shown that agreement better
than 1% could be achieved between Monte Carlo simulations and measurements by fine-
tuning the parameters used in the accelerator simulations (Kapur et al 1998, Ma et al 1999).
High-precision measurements could be predicted to within 0.3% by Monte Carlo simulations
(Ma et al 1993b, Ma and Seuntjens 1997). Such agreement seems to be overkill for clinical
accelerator simulations if the dosimetric uncertainty remains at 2-3% in the dose data used for
machine commissioning. Faddegon et at (1998) estimated the various uncertainties in electron
dose delivery and concluded that an overall accuracy of 5% in dose or 5 mm in the location
of the isodose lines, or in shorthand 5%/5 mm, would be achievable if relative doses were
calculated to 3%/3 mm (point-to-point variation of dose within a given dose distribution) and
the dose in water relative to reference conditions was calculated to 2%/2 mm.

5.2. Simulation timne

The major drawback of the Monte Carlo method is the computing time required to obtain an
acceptable statistical uncertainty in the simulated quantities. Ma et al (1997a) reported that
to achieve a 1% statistical uncertainty in the dose distribution in a water phantom consisting
of 1 cm3 cubic voxels, about I X 104 phase space electrons were needed for every 1 cm 2

area within the field. The number of particles per unit area would increase for smaller voxels
to achieve the same statistical uncertainty. Rogers et al (1995a) showed that the ratio of
the number of phase space electrons per cm 2 scored at the scoring plane for a 10 x 10 cm2

field to the number of incident electrons at the vacuum exit window increased with incident
electron energy. For a Varian Clinac 2100C accelerator, this ratio was about 0.0002 for a
6 MeV electron beam and 0.0008 for a 20 MeV electron beam. This means that one has to
simulate up to 5 x 101 histories in the accelerator simulation in order to achieve the specified
1% statistical uncertainty in the dose calculation. More than 108 electron histories will be
needed for a 6 MeV, 25 x 25 cm 2 electron field. This may require over 300 h of CPU time
on a SGI R4400 200 MHz workstation (Rogers et al 1995a) or a few days of CPU time on
a Pentium Pro 200 MHz PC (Kapur et al 1998). The total CPU time required to simulate
five nominal electron energies and five applicators will be close to a month. Because of the
iterative process of fine-tuning electron incident energy and other accelerator parameters, the
overall CPU time for commissioning all the beams properly may be several months. Clearly,
most cancer centres do not possess such computing resources or the necessary Monte Carlo
expertise.

5.3. Beamz characterization and source modelling

An important reason for simulating the treatment head is to obtain the electron beam phase space
information needed for Monte Carlo treatment planning. The phase space data generated with
the BEAM code contain almost all the phase space information needed (Rogers et al 1995a).
However, there are some problems associated with the direct application of such phase space
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data in Monte Carlo dose calculations (Ma and Rogers 1995b, c, Ma et al 1997a, Ma 1998,
Jiang et at 1999). Since the beam characteristics are usually different, even for the same type
of accelerator, it is necessary to simulate each individual accelerator to obtain the phase space
data for Monte Carlo treatment planning. The generation and quality assurance of phase space
information by simulating the treatment head is not an easy task, even with the BEAM code.
It requires both Monte Carlo simulation experience and much more time than that required for
commissioning a conventional electron treatment planning system. This places a practical limit
on the clinical implementation of Monte Carlo treatment planning in an ordinary cancer clinic.

Another problem is the storage of the Monte Carlo simulated phase space data. It was
found that the beam characteristics for different electron applicators may differ significantly
due to the variation of the electrons collimated by the movable jaws and scattered from the
applicator scrapers (Zhang et all 1998, Kapur et at 1998). This means that separate phase space
files have to be obtained for each electron energy/applicator combination. In order to achieve
a statistical uncertainty of 1-2% in a phantom consisting of 0. 1-1 cm.1 voxels, 106_101 phase
space particles are usually required in a Monte Carlo simulation, depending on the electron
beam field size (Rogers et all 1995a, Zhang et at 1998, Kapur et at 1998, Ma et at 1999). For a
clinical linear accelerator with five nominal energies and five applicator sizes, this means more
than 108 phase space particles or a few gigabytes of computer disk space. More disk space is
required if photon phase space data are also stored. This represents a significant burden for the
limited computer resources at most clinical centres. Obviously a more concise description for
the clinical electron beam with sufficient accuracy is necessary for performing routine Monte
Carlo treatment planning.

A methodology has been proposed to replace the phase space file with a multiple source
model with parameters derived from the simulated phase space data (Ma et at 1993a, 1994,
1997a, Ma and Rogers 1995b, Ma 1998, Jiang et at 1999). Based on the observations that
particles from different components of an accelerator have different energy, angular and spatial
distributions while the particles from the same component have very similar characteristics,
it was considered that the particles from different parts of an accelerator come from different
subsources. Each subsource represented a critical component in the treatment head and its
geometrical dimensions were determined by the component in question. Each subsource had
its own spectral and planar fluence distributions derived from the simulated phase-space data.
By sampling the particle position on the subsource and on the phantom surface, the correlation
between the particle position and incident angle was naturally retained. A special program,
BEAMDP, was written to help derive parameters for the source model from the simulated
phase space data using BEAM (Ma and Rogers 1995a, c). This multiple source model has
been evaluated against the full phase-space data for various accelerators and beam setups (Ma
et at 1 997a, Ma 1998). Figure 7 gives an example which demonstrates the correlation between
electron incidence direction and position on the phantom surface as reconstructed using this
multiple source model. Figure 8 illustrates that using the multiple source model can reduce
the accelerator simulation time by a factor of 10 to achieve the same statistical uncertainty (i.e.
requiring a factor of 10 fewer original phase-space particles).

A practical commissioning procedure for electron beam Monte Carlo treatment planning
was proposed by Ma et at (I 997c). The idea was to derive the basic source model parameters
from the simulated phase space data and then to modify the source model parameters based on
the measured beam data for clinical implementation. Ma (1998) demonstrated the feasibility
of this approach using a multiple source model developed previously (Ma et at 1997a). By
varying the bin boundaries of the energy spectra for each subsource, the depth dose distributions
calculated using the phase space reconstructed from the multiple source model for one nominal
beam energy matched the depth dose distributions for another nominal energy. By varying the
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Figure 7. Scatter plot off0 (the angle between the incident direction and the beam central axis) versus
x (distance from the central axis along the x-axis) showing correlation between direction of electron
incidence and position for an 18 MeV electron beam, Varian 2100C, 10 cm x 10 cm treatment
field defined at 100 cm nominal SSD: (a) from the original phase-space data and (h) simulated by
the multiple-source model. Each point (x. 0) in the graph corresponds to the incident angle and
position of an electron. All the electrons within the 20 cm x 20 cm scoring field are presented
except for those with 0 less than 5S (most of them are 'direct' electrons within the treatment field).
The arcs are formed by the scattered electrons from the applicator scrapers (Ma et al 1997a).

bin boundaries of the planar fluence distribution for each subsource, the lateral dose profiles
calculated using the phase space reconstructed from the multiple source model for one field
size matched the dose profiles for another field size (Ma 1998).

Jiang et at (1999) further improved the methodology for electron beam modelling and
commissioning (Ma et al 1997a, c, Ma 1998). They improved the source model representation
and reconstruction algorithms and investigated the minimum number of subsources of
dosimetric significance to obtain the required beam commissioning accuracy. This method
was applied to electron beams from a Varian Clinac 2100C machine with a type III applicator.
It was found that a four-source model was adequate for all the energy/applicator combinations.
The source model consisted of an electron point source, a photon point source and two extended
electron sources. The scoring plane was placed directly above the upper surface of the last
scraper of the applicator, rather than the phantom surface. The last scraper or a cutout placed on
the scraper was not handled by the source model but simulated separately in a further BEAM
simulation or in the patient dose calculation. The model was benchmarked by comparing the
dose distributions calculated with the source model and the full phase space data. Figure 9
shows an example for a 20 MeV beam with a 6 x 6 cm 2 applicator and 120 cm SSD. The
chosen Varian Clinac 2100C acted as the reference accelerator. The model established for
the reference accelerator was used to commission electron beams from other machines of
similar design such as a Varian Clinac 2300C/D by tuning a few parameters in the model. The
calculated dose distributions agreed to within 1-2% with the measured data (Jiang et a 1999).

6. Conclusions

We have reviewed the work on the simulation of clinical electron beams from medical
accelerators using the Monte Carlo method. It is well accepted that the only accurate
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particles are reconstructed for the dose calculations in (h) while the phase space data are recycled
(Ma et al 1997a).

and practical way to obtain detailed information on a clinical electron beam is the Monte
Carlo simulation of the treatment head. Accurate Monte Carlo treatment planning cannot
be performed without accurate beam phase space data. In addition, detailed information
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Each curve is normalized to its own maximum (Jiang et al 1999).

about radiotherapy beams has a wide variety of applications in clinical physics and radiation
dosimetry. Monte Carlo simulation of medical accelerators can increase our understanding
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of clinical beam characteristics, improve accelerator design and also improve the accuracy of
clinical dosimetry by providing realistic beam data.

Optimistically, accurate accelerator simulation will result in accurate dose calculation and
eventually in accurate dose delivery. Accurate dose calculation also plays a vital role in dose
uniformity or conformity in intensity-modulated radiation therapy. It is exceedingly difficult
to match the prescribed dose throughout the treatment volume in fields with heterogeneities
due to the large dose discontinuities present in such fields. Treatment plans optimized on the
basis of overly simplified dose calculation algorithms can become non-physical due to the
uncertainties in the beam profiles. With accurate dose calculations, on the other hand, beam
modifiers, mixed beams (electrons and photons) and optimization techniques may be used with
confidence to improve the uniformity and conformity of the delivered dose distribution to the
ideal prescription.

The following summarizes the current status of the work on electron accelerator
simulation:

(a) Although Monte Carlo simulation of electron medical accelerators has been performed by
a number of investigators who focused on the effect of one or two components of dosimetric
significance, more detailed beam characteristics and accurate particle phase space did not
become available until the complete accelerator geometry could be simulated accurately.

(b) Since the work of Udale and the development of the EGS4/BEAM system, our knowledge
of clinical electron beams has been greatly improved. A large number of scientific
findings and important results have been reported based on the EGS4/B3EAM studies.
However, these studies have only been for a few accelerators and a few beams. Systematic
simulations of all the beams on various clinical accelerators need to be carried out.

(c) The availability of electron beam phase space has led to the clinical implementation of the
Monte Carlo technique for radiotherapy treatment planning dose calculations. The Monte
Carlo simulated beam data have been used as input to the Monte Carlo code for accurate
phantom and patient dose calculations. Accurate beam information has also resulted in
more accurate dosimetric data.

(d) The computing time required to simulate the beam data from a clinical accelerator is
significant. This may not be a problem for a once-and-for-all study on some dosimetric
data such as the conversion factors or correction factors for radiation dosimeters but will
be a burden for a small cancer clinic after major changes in beam parameters due to
machine upgrade, replacement of components or any other reasons. Faster computers
and parallel processing methods can be used to speed up the simulation in large research
centres. Variance reduction techniques are called for to further reduce the CPU time for
accelerator simulation and patient dose calculation.

(e) Accurate simulation of an electron beam from a clinical accelerator requires not only a
specifically developed Monte Carlo code but also a great deal of Monte Carlo expertise. As
the specifications of the accelerator components are often not known adequately and the
machines are also tuned individually at the installation sites (leading to the variation in the
incident electron energy), it can be a real challenge to match the Monte Carlo calculated
dose distributions with the measured beam data, and dosimeter perturbation effects often
need to be well understood to make this possible. Small inaccuracies in the simulation
geometry can result in significant changes in the calculated dose distributions. If necessary,
accurate energy, angle and fluence distributions should be used for the electrons incident
on the vacuum exit window to achieve accurate end-point quantities (such as electron
spectrum).

(f) The phase space data can contain very detailed information about a clinical electron beam.
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However, the simulation of the phase space of a clinical beam can be time-consuming and
it also requires a large amount of disk space. Well-designed beam models can accurately
represent the beam characteristics and reconstruct the beam phase space. By using beam
models rather than the raw beam phase space data, one can save accelerator simulation
time and reduce the disk storage requirement.

(g) It is probably impossible to simulate the beam phase space for all the clinical electron
beams at every cancer clinic because of the lack of computer resources and Monte Carlo
expertise. However, it has been demonstrated that well-developed beam models can
be used to reconstruct any clinical electron beam. A reference machine needs to be
simulated accurately to derive the beam model parameters and these parameters can be
further adjusted based on the measured beam data for any machines of the same type.
Further studies on source modelling and beam commissioning are needed for widespread
clinical application of the Monte Carlo dose calculation technique.
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Abstract

E A simple analytical approach has been developed to model extrafocal ra-

diation and monitor chamber backscatter for clinical photon beams. Model

parameters for both extrafocal source and monitor chamber backscatter are de-

termined simultaneously using conventional measured data, i.e., in-air output

factors for square and rectangular fields defined by photon jaws. The model

has been applied to 6 MV and 15 MV photon beams produced by a Varian

Clinac 2300C/D accelerator. The contributions to the in-air output factor

from the extrafocal radiation and monitor chamber backscatter, as predicted

by the model, are in good agreement with the measurements and Monte Carlo

simulations. The model can be used to calculate the in-air output factors an-

alytically, with an accuracy of 0.2% for symmetric or asymmetric rectangular

fields defined by jaws when the calculation point is at the isocenter and 0.5%

when the calculation point is at an extended SSD. For MLC-defined fields,

with the jaws at the recommended positions, calculated in-air output factors

agree with the measured data within 0.3% at the isocenter and 0.7% at off-

axis positions. The model can be easily incorporated into a dose algorithm to

predict accurate penumbra dose and beam output, which is particularly useful

for JMRT dose calculations.

Keywords: Photon beam Extrafocal radiation

Monitor chamber backscatter Dose calculation

In-air output factor
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1 INTRODUCTION

Photon beam dose calculations usually consist of the calculation of absolute dose

for a specific monitor unit setting and the calculation of relative dose distribution.

The relative in-air output factor (collimator scatter factor), S, , is one of the basic

quantities required to calculate monitor unit settings. Traditionally, S, has been

determined indirectly from empirical data and tabulated as a function of the square

field sizes at the isocenter. The S, values for rectangular fields are then estimated

using the concept of the equivalent square. The collimator exchange effect is often

ignored and may introduce errors in the S, calculation that are as great as 3%

[1, 2, 3, 4]. To reduce this error, extensive measurements need to be carried out for

rectangular and irregularly shaped fields.

In order to deliver intensity-modulated radiation therapy (IMRT), intensity pat-

terns are usually generated by sweeping a window formed by the multileaf collimator

(MLC) leaves across the field, either dynamically or as a step-and-shoot sequence [5].

An IMRT field can be considered to be a stack of many static fields with irregular

shapes, each defined by an MLC. Using a conventional method such as the equivalent

square, it is difficult to predict correctly the beam output of each of the windows

that form IMRT fields. Since a significant fraction of the dose is accumulated in

penumbra regions placed inside an IMRT field, it is necessary to account for the

penumbra dose accurately to obtain accurate relative dose distributions.

The radiation backscattered from the collimator jaws to the monitor chamber

produces an extraneous signal in the monitor chamber, resulting in a decrease in

the delivered dose for a given total monitor unit setting. This effect increases as

the field size decreases since the irradiated area on the target side of the jaws is

larger for smaller fields. The magnitude of the monitor backscatter (MBS) depends

on the design of the monitor chambers, such as the thickness and material of the
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exit window, and the distance from the chamber to the jaws. For some accelerators,

such as the Varian Clinac 2100C with a kapton monitor chamber, the MBS effect

contributes significantly to the variation of the beam output as a function of jaw

setting. Therefore, it is necessary to model the MBS for accurate output calculations.

In addition to the MBS, it has been found that the change in S, with field size is

dependent on the scattered radiation that can reach the measurement point as the

positions of the collimators are varied [6]. The scattered radiation is also a major

contribution to the penumbra dose in the field, resulting in different penumbra dose

for different field sizes and for different (X or Y) field edge-defining jaws. The sources

of scattered radiation are components inside the accelerator treatment head. It has

been demonstrated that the flattening filter and the primary collimator are the major

sources for scattered photons [6, 7]. Other components, such as the photon jaws,

contribute a negligible amount to the scattered radiation [8]. The scattered radiation

can be modeled as a planar source located at the level of the bottom of the flattening

filter, which is usually called the extrafocal source, in contrast to the the focal spot

(or point source at the target) for primary photons which come from the target

directly to the measurement point.

In the past decade, many efforts have been made to model the extrafocal radiation

(EFR). The EFR can be calculated analytically [9] or by a Monte Carlo simulation of

the linac treatment head [7]. It can also be measured using a tertiary collimator with

increasingly larger apertures [10, 11]. Another approach to model the EFR, which

may be more useful in clinical practice, is to represent the radial distribution of the

extrafocal source using an analytical function and then determine the parameters in

the function by fitting the measured S, values [12, 13, 14, 15, 16, 17, 18].

The MBS was usually measured using specially designed experimental approaches.

Patterson and Shragge [19] measured the MBS for a 18 MV photon beam from a

Therac 20 accelerator utilizing the photoactiviation of copper. Luxton and Astrahan
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[20] assessed the MBS by covering the downstream portion of the monitor chamber

with an acrylic plate for a CGR Saturne 25 machine. Kubo [21] designed a sim-

ple and elegant telescopic method to measure the MBS for an 18 MV beam from a

Therac 20 and 6 and 18 MV beams from a Varian Clinac 1800. This method was

used later by many other investigators to study MBS effect, such as Duzenli et al

[22], Waldron [14], Yu et al [23], and Lam et al [16]. The MBS can also be measured

accurately by counting the target current pulses [11, 23, 24] or measuring the charge

deposited in the target [25]. It is also possible to calculate the MBS analytically [26]

or through the Monte Carlo simulation of the treatment head [24].

In the present paper, we develop a simple analytic method for modeling both

the EFR and MBS for accurate photon beam (especially IMRT) dose calculations.

In order to be practical clinically, the method does not reply on any special exper-

imental or sophisticated numerical techniques. The EFR and MBS are represented

analytically and determined simultaneously using only conventional measured data,

i.e., measured S, values at the isocenter for jaw-defined fields. The model has been

verified extensively using the measured S,. values for various jaw and MLC settings

and at various source-detector distances (SDD) and off-axis distances.

2 MATERIALS and METHODS

2.1 General theory

2.1.1 In-air output factor

In the present work, we use the measured linac in-air output factor S, to determine

the EFR and MBS. The S, factor is usually defined as the ratio of the linac in-air

output at the isocenter per monitor unit for a certain field size (fs) to that for a

reference field size (fsref). The field size dependence of the in-air output factor,
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S,(fs), is caused by the change of the contributions due to EFR and MBS with the

field size. Following Lam et al [16], we define the term head scatter factor, Sh, in a

strict sense to represent the part of S, contributed from the EFR. The effect of the

MBS on S, is considered as the MBS factor, Sb. Then, we have

Sc(fs) = Sh(fs) Sb(fs) (1)

where

Sh(fs) [1 + Fef,(fs)]/[1 + Fefs(fsref)1 (2)

Sb(f s) [1 - Fmb,(f S)]/[1 - Fmbs(f srf )] (3)

Feis is the contribution to the beam output from the EFR normalized to the con-

tribution from the primary point source. Fmb, is the decrease in the beam output

caused by the MBS, normalized to beam output without the presence of MBS. In

the rest of this section, we will discuss our model for EFR and MBS, and how to use

the model to calculate Ffs and Fm.bs.

2.1.2 Monitor chamber backscatter

The model for the MBS is much simpler than that for EFR, so we will discuss it

first. As shown by many other investigators, it is a good approximation to assume

that the backscattered radiation to the monitor chamber has a linear relationship

with the irradiated area on the jaw's upper surface. Therefore, under the first-order

approximation [16], Fmbs for a rectangular field (X 1 : X 2 x Y1 : Y2, where X1 and X 2

are the positions of X jaws and Y1 and Y2 are positions of Y jaws) can be modeled

as

F,,b(fS) = a[l - (YV + Y2 )/fSmax] + 3[1 - (X 1 + X 2 )/fSmax]" (Y1 + Y 2)/fsmax

(4)
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where fsmax is the maximum jaw opening (40 cm for a Varian accelerator) and is

assumed to have zero backscatter to the monitor chamber. oz and fl give the relative

importance of the upper and lower jaws, respectively.

2.1.3 Extrafocal source

The primary photons can be modeled as a point source located at the position of the

target. The extrafocal radiation is assumed to originate from a planar source with

an intensity distribution peaked at the central axis and monotonically decreasing

with off-axis distance. The extrafocal source distribution can then be approximated

by a series of Gaussian functions

NA
AN Ai eC(X +Y )/2• (5)

where Ai and ori are the amplitude and standard deviation for the i-th Gaussian, re-

spectively. N is determined as the minimum number of Gaussian functions necessary

to approximate the extrafocal source intensity distribution. This number can be dif-

ferent for different machines and different beam energies. Ai gives the relative weight

and ri characterizes the width of the i-th Gaussian. The sum of Ai, i = 1,... , N, is

the total intensity of the extrafocal source relative to the primary point source.

The field size dependence of F61 , is caused by the fact that the extent of the

extrafocal source visible from the measurement point is different for different colli-

mator settings. It is reasonable to assume that the extrafocal source plane emits

photons isotropically over the angle subtended by the primary collimator, since the

Klein-Nishina cross section varies slowly over the interval of interest. The distance

from a different position on the source plane to the measurement point is different,

but the inverse-square-law correction for this effect is very small and can be ignored.

Under these approximations, Fefs can be calculated by integrating the source inten-

sity distribution over the area of the extrafocal plane visible from the measurement
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point (it is referred to as visible area henceforth).

A visible area with irregular shape can be approximated with a sum of rect-

angles. The relative contribution to beam output from a rectangular visible area

(x E [xel,x,2] and y C [Yl,Ye2l) can be given as

Fefs (XeliXe2,Ye1•yc2)j= dx jY;2 dyf(x,y)
Xel "2YeI

N Ai [_ Xel - e Xe 2  Y [2 "Yel - erf
= jerf erf erf ( Y erf (6)

i=1 4L T, la

where erf is the error function which can be pre-calculated and stored in a look-up

table.

2.1.4 Visible area

A. General case

To use Eq. (6), we need first to determine the visible area. A visible area may be

defined by the jaws, MLC, or block. Usually we need to calculate the projections of

the edges of the jaws, MLC leaves, or blocks, if they are present, on the extrafocal

plane and determine which define the boundary of the visible area.

In a general notation, we assume that the extrafocal plane is perpendicular to

the central axis and is located at a distance SED from the target. Similarly the

collimation plane is located at a distance SCD (SCD > SED) from the target and

is perpendicular to the central axis. The point of measurement is at (xd,yd) and SDD

away from the target along the central axis. From the view of the measurement point,

a point (XC,yc) on the collimation plane has a projection on the extrafocal plane

SDD - SED
xe Xd + SDD - SCD(c - Xd) (7)

SDD - SED
y=yd+ SDD SD(y -yd) (8)
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B. Photon jaws

If the visible area is defined by the movable jaws, and if the detector is inside the

field, the visible area is limited by the upper edges of the jaws. Assume the distance

from the target to the upper edges is SCD, for the lower (X) jaws and SCDy for

the upper (Y) jaws. A rectangular field (X1 : X 2 x : Y2), defined by the jaws at

the SAD, corresponds to a rectangular visible area on the extrafocal plane in the

view of the measurement point, that is

X E [Xel,Xe2] (9)

y C [Yel,Ye2] (10)
SDD - SED SOD_

Xel Xd - SDD- SCD( SCD X + Xd) (11)
SDD - SED SCDX

Xe 2 = ýtd + SDD - S-D S•A• X2 - xd) (12)
SDD - SED SOD

YeI = Yd - SDD- - SD- ( SD-Y1 + yd) (13)
SDD - SED SOD

Y,2 = Yd + S-DD -S-E--( S-D Y2 - Yd) (14)
Ye2YdSDD SCD( SADYY)(4

Then Fefs for this field size can be calculated using Eq. (6).

If the detector is placed at the central axis, Eq. (6) can be simplified for jaw-

defined rectangular fields as

Fefs (XI : X 2 x Y1 : Y2)
N Ai [ef (kxX + (kxX 2>] [f +ef ( kY 2Y (15)Z= E • r / err 2 u/O~/J] L k K/Cr 2/ er \ V/c~i .J

i=14+

where

SDD - SED SCDx, (16)
SDD- SCDx SAD

SDD- SED SCDY (17)
SDD -SCDY SAD

For a symmetric rectangular field (a x b), Eq. (15) can be further simplified as

F~~a ) N (k ( 2) (8F,(a x b) =S Ai -erf (•k'a/i erf k/-2V i
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The above discussion of photon jaws is also applicable to blocks and MLCs with

flat ends. The only difference is the distance from the target to the collimator.

C. Multileaf collimator with rounded leaf ends

If all or part of the boundary of the visible area is defined by a MLC with rounded

leaf ends, we need to calculate the projection of the leaf ends on the extrafocal plane.

This is a two-step process. First, the leaf tip position, X,, is derived from the light-

field size, X, defined by this leaf at the SAD. As shown in Fig. 1, after simple

geometric manipulations we have
x

X, = SAD(SCOD+ Rsin0)- R(1- cos0) (19)

where SCD is the distance from the target to the center of the leaf depth, R is the

radius of the rounded leaf end, and 0 = tan-'(X/SAD). X and Xc are defined to

be positive when the leaf is at the full open position side and to be negative when

the leaf travels across the central axis. Equation 19 applies to both A and B leaves.

For the second step, the projection of the leaf end on the extrafocal plane, x,, is

calculated by drawing a line tangent to the leaf end from the measurement point, as

shown in Fig. 1. For A leaves, we have

SDD - SED +
X~ d + SDD -_SCD+RsinO,[XC - Xd+ R(1 -cosO')1 (20)

where 0' _ tan-l[(X - Xd)/(SDD - SCD)]. For B leaves, we have
SDD - SED

X, = Xd - SDD - SOD + Ri X0[, + Xd + R(1 - cos 0')] (21)

where 0' -_ tan-l[(x, + Xd)/(SDD - SCD)]. The deduction of Eqs. (19), (20), and

(21) is similar to the work of Boyer and Li [27], so the details are not given here.

2.1.5 Relative in-air output

The model is commissioned using the S, values measured at isocenter. We also

measure the beam in-air output at positions other than the isocenter and normalize
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to the reading at isocenter for the reference field (referred to as relative in-air output).

These measured data are compared with the corresponding calculations to check if

the model works in situations different from that of commissioning. The MBS factor,

Sb, can still be calculated using Eqs. (3) and (4) since the MBS does not depend on

the position of the measurement point. However, Eq. (2) needs to be modified to

predict the head scatter contribution. By taking into account the horn effect and

inverse-square-law correction, we have

Sh(f 8, xd, Yd, SDD) = [Fi(i)(xd, Yd, SDD) . Fho,.(xd, yd) (22)

+F (e)(Xd, Yd, SDD) • Fef(fs, Xd, Yd, SDD)]/[1 + Fej,(fsrei, 0,0, SAD)]

where Fhorn(Xd, Yd) is the beam energy fluence (normalized to the central axis) at an

off-axis position, (Xd, Yd). Fi(') and F(') are the inverse-square-law correction factors

for the point source and extrafocal source, respectively. They are given by

Fi(2)(xYd,SDD) = SAD 2 /(SDD 2 + X2 + y2) (23)

F()(xd, yd, SDD) = (SAD - SED)2/[(SDD - SED)2 + X2 + y2] (24)

For the extrafocal source, we ignore the variation of the distance from different

positions on the extrafocal plane to the detector. Using Eqs. (1), (3), and (22), we

can predict the relative in-air output at positions other than the isocenter.

2.2 Model commissioning

When applying the model to a clinical beam from a linear accelerator, there are

2(N+1) parameters in the model to be determined (N is defined in Eq. (5). These pa-

rameters can be determined using three sets of conventional measured data, namely:

(1) the in-air output factor S, at the isocenter for square fields with field sizes from

4x4 cm2 to 40x40 cm 2, (2) S, for rectangular fields with X jaws at a fixed opening

of 10 cm and Y jaws moving from 4 cm to 40 cm, and (3) S, for rectangular fields
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with Y jaws at a fixed opening of 10 cm and X jaws moving from 4 cm to 40 cm.

The S, values for rectangular fields are needed to determine the MBS for which the

influence of the upper and lower pairs of jaws is different.

The calculated in-air output factors, Sc), were fitted with the measured data,

SC()o, using the least X2 method. The X2 merit function is defined as

2=y ~[5(c)(fsi) - S(m)(fS,)] 2  (5
2 2

where Si is the measurement uncertainty for the i-th data point, which is assumed

to be unity here. X2 function was minimized to get the best-fit parameters. The

modified Marquardt method was used to handle this nonlinear fitting problem [28].

The S!c) was calculated using Eqs. (1), (2), (3), (4), and (18). One should notice that

the X2 function may have many local minima in the parameter space. Therefore,

different initial guesses for the set of fitting parameters may end up with different

solutions. A solution reached after a large number of iterations may be physically

unrealistic, or may be realistic but not "optimal". In order to find an "optimal"

solution, we combine the Marquardt method with a random search technique and

add additional constraints to remove unrealistic solutions. The constraints can be,
for example, that Ai, a, 3 >_ 0, Fejs • Ces and Fmbs _ mbs for any field size. cfs

and 6mbs are the maximum possible values for Fefs and Fmbs, respectively. They

are set empirically, e.g., cels= 20% and Cmbs = 5%. There is no constraint on oi,

because it makes no difference whether positive and negative values of Ui are used

for a Gaussian distribution. What matters is the absolute value of ri.

The fitting algorithm used here can be summarized as follows:

1. Randomly sample the initial value for each parameter from an empirically pre-

set range.

2. Run the Marquardt method to get a set of the best-fit parameters.
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3. Check the constraints. If one of them is violated, abandon this set of fitted

parameters and go back to Step 1.

4. Store this set of parameters in a stack.

5. Check the termination criterion. If it is satisfied, finish the fitting process;

otherwise go back to Step 1.

A stack is used to store the best-fit parameters which satisfy all the constraints.

The stack is dynamically updated during the fitting process; only the 10 best sets

of parameters are stored. The best set of parameters gives the minimum value of

the X' function. The termination criterion is defined as one of three conditions: (1)

all the 10 best sets of parameters are the same within a tolerance, (2) the pre-set

maximum number of sets of initial values have been sampled, and (3) the pre-set

maximum computer CPU time has reached.

2.3 Model verification

The model was commissioned using S~, values measured at isocenter for square and

rectangular fields defined by the jaws. To see if the model worked for situations

different from the commissioning setups, we tested the model using the relative in-air

output measured at various setups, including measurement points not at isocenter,

asymmetric fields, and fields defined by an MLC.

2.4 Measurements

Relative beam in-air outputs were measured using a 0.6 cm' PTW chamber placed

at the measurement point in air. Brass build-up caps of 1.76 mm thick for 6 MV

beam and 3.17 mm thick for 15 MV beam were used. The chamber was oriented

along the rotation axis of the collimator. The measurements were taken using the 6
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Mv and 15 MV x-ray modes of a medical linear accelerator (Clinac 2300C/D, Varian

Oncology Systems, Palo Alto, CA). The reference field size was 10 x 10 cm2 and the

maximum field size was 40 x40 cm2.

3 RESULTS

The parameters needed in the model for the calculation, such as the distance from the

target to the collimator and flattening filter base, were taken from the manufacturer's

specifications.

Three sets of measured S, values were used to commission the model, using

square fields from 4x4 cm 2 to 40x40 cm 2, and rectangular fields with one pair of

jaws fixed at 10 cm and the other pair moving from 4 cm to 40 cm. Figure 2 shows

the comparison between fitted and measured S, values. The maximum fitting error

is about 0.1% for both 6 MV and 15 MV. The S, values for jaw openings down to

2 cm were also measured but not used for fitting. These results are compared with

the calculated values and shown in Fig. 2. We can see that even for very small field

sizes our model can still predict S, values accurately (< 0.1%).

For both beams it was found that three Gaussians were sufficient, because no

significant improvement could be achieved with additional Gaussians. The fitted

extrafocal source intensity distributions for 6 MV and 15 MV beams are given in

Fig. 3. For each distribution we show the three Gaussian components. The best-

fit parameters are given in Table 1. Using the best-fit parameters, we could easily

calculate other quantities of interest. The total intensity of the extrafocal source,

which is relative to the primary point source and is the sum of Ai(i = 1, 2, 3), equals

11.7% for the 6 MV beam and 7.7% for the 15 MV beam. The MBS contribution to

S, when the field size increased from 5 x 5 cm 2 to 40x40 cm 2, which can be calculated

using Eq. (4), was about 1.2% for the 6 MV beam and 1.6% for the 15 MV beam.
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The model was verified using an extensive set of relative in-air outputs measured

under various conditions. All the calculated and measured in-air outputs were nor-

malized to the reference condition, i.e., at isocenter and for a 1Ox 10 cm2 field size.

Figure 4 shows the comparison between the calculated and the measured S, values

for 6 MV and 15 MV beams and for four sets of rectangular fields that were defined

by setting one pair of jaws at 4 or 40 cm and moving the other pair of jaws from

2 cm to 40 cm. In most situations, the agreement is within 0.1%. The maximum

discrepancy is less than 0.2%, even for extremely elongated fields such as 2x40 cm 2.

Figure 5 shows the calculated and measured S, data at the isocenter for 6 MV

and 15 MV beams and for three sets of asymmetric rectangular fields, i.e., X jaws

set to 4, 10, or 40 cm and Y2 jaw set to 20 cm while Y1 jaw moving from 1 cm to 20

cm. The calculation agreed with the measurement within 0.2% for 6 MV and 0.1%

for 15 MV.

Figure 6 shows the 6 MV beam in-air outputs measured and calculated at 80

cm and 120 cm SDD. The calculation is in good agreement with the measurement

(maximum difference is 0.5% for 80 cm SDD and 0.3% for 120 cm SDD).

The model was also tested for fields defined by a MLC. The 6 MV beam in-air

outputs, relative to that at isocenter and for jaw-defined 1Oxl0 cm2 fields, were

measured and calculated for MLC-defined square fields from 2x2 cm2 to 28x28 cm 2

with jaws at a variety of positions including: (1) both X and Y jaws are at the

recommended positions for each field (X jaw opening is 8 mm wider and Y jaw is 2

mm wider at SAD than the MLC opening), (2) Xjaw opening is 30 cm and Yjaws are

at the recommended positions, (3) X jaws are at the recommended positions and Y

jaw opening is 30 cm, and (4) both X and Y jaw openings are 30 cm. Figure 7 shows

a comparison between measurement and calculation. The calculation agrees with

the measurement very well (within about 0.1%) for small field sizes (< 15x15 cm 2)

for all jaw settings except for case (4). At larger field sizes, for all jaw settings the
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calculation underestimated the relative in-air output and the discrepancy increased

with the field size. The maximum difference is about 0.3% for jaw setting (1), 0.4%

for jaw setting (2), 0.6% for jaw setting (3), and 0.9% for jaw setting (4).

The model was also used to calculate the 6 MV beam in-air outputs for MLC

defined off-axis square fields from 2x2 cm 2 to 10x10 cm 2. The calculation point

was at the center of the fields as well as 5 cm from both X and Y axes. The beam

outputs were calculated and measured for two jaw settings that were: (1) both X and

Y jaws at the recommended positions for each field with the limit that the maximum

distance over central axis for the X jaws is 2 cm, and (2) Y jaws are opened to 30

cm, X1 jaw is at 10 cm and X2 jaw is at 15 cm. The calculated and measured beam

outputs were normalized to the reading at isocenter and for a 10x 10 cm 2 jaw-defined

field. The calculation is compared with the measurement as shown in Fig. 8. For

jaws at the recommended positions, the maximum difference between calculation and

measurement was about 0.7%. For jaw setting (2), the average difference was about

0.7% but the maximum difference was 1.7% which happened at a field size 2x2 cm 2.

We can see that the calculation systematically predicts lower beam outputs. The

reason might be that we use the measured dmax dose profile in water to approximate

the off-axis primary energy fluence Fhorm in Eq. (22).

4 DISCUSSION

A model for extrafocal radiation and MBS was derived and commissioned and tested

for 6 MV and 15 MV photon beams produced by a medical linear accelerator. For

these two beams, we found that three Gaussians are optimal to represent the relative

intensity distributions for extrafocal sources. For Varian high energy accelerators,

the primary collimator opening at the level of the flattening filter is about 3.1 cm,

which limits the radial extent for most scattered photons. We can see in Fig. 3 that
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the first two Gaussians actually model these photons. A small amount of photons,

which are scattered from the treatment head components other than the flattening

filter and primary collimator, such as the photon jaws, have a large radial extent when

they are backprojected on the extrafocal plane. The relative intensity distribution

for these photons is modeled by the third Gaussian and forms a low-intensity long

tail of the total distribution. The extrafocal source distributions calculated with our

model for both 6 MV and 15 MV beams from a Varian Clinac 2300C/D accelerator

are qualitatively in agreement with the work of Lam et al (see Fig. 5 in Ref. [16])

and the measurement of Jaffray et al (see Fig. 6 in Ref. [10]) for the Varian Clinac

2100C machines.

The contribution of the extrafocal source to S, at the isocenter, relative to that

of the primary point source, is 11.7% for the 6 MV beam and 7.7% for the 15 MV

beam. Our result for 6 MV beam agrees very well with the Monte Carlo result of Liu

et al [7] (11.5% for 6 MV beam from a Varian Clinac 2100C machine). Jaffray et al

[10] and Sharpe et al [11] measured the contribution of the extrafocal radiation to

the total photon energy fluence at the isocenter for 40x40 cm 2 field size and 6 MV

beams from Varian Clinac 2100C machines. The result of Jaffray et al was 8% and

the result of Sharpe et al was 12%. Our result for 6 MV beam from a Varian Clinac

2300C/D accelerator, if normalized to the total photon energy fluence, is 10.5%.

The MBS contribution to S, when the square field size changes from 5x5 cm 2

to 40x40 cm 2 , which can calculated using Eq. (4), was about 1.2% for the 6 MV

beam and 1.6% for the 15 MV beam. The results are in good agreement with the

measurement of Yu et al [23] using a target-current-pulse-counting technique for

a Varian Clinac 2300C/D machine. Their results were 1.2±0.3% for 6 MV and

1.8±0.3% for 15 MV beam when the jaw-defined square field width varied from 5

cm to 40 cm.

The accuracy achieved with our model demonstrates that by using three sets of
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measured S, values for square and rectangular fields for commissioning, our model

can separate the extrafocal radiation and MBS even though their contributions to

S, show same trend as field size varies. Specially designed experiments or sophisti-

cated numerical calculations (such as Monte Carlo simulation) are avoided by using

our model. Therefore, our model provides a simple and accurate way to model the

extrafocal radiation and MBS for routine clinical use.

For square or rectangular fields defined by photon jaws, S, can be accurately

calculated using our model. When the calculation point is at the isocenter, for either

symmetric or asymmetric fields, the calculation accuracy is within 0.2%. When the

calculation point is at an extended SDD, the accuracy is within 0.5%.

For fields defined by an MLC, the accuracy of the calculated in-air outputs using

our model is related to the jaw positions. Higher accuracy can be achieved if jaws

are at the recommended positions, where most of the time the visible area is limited

by jaws instead of by the MLC even though the MLC defines the field shape at the

isocenter. If at least one pair of jaws are at the recommended positions, the model

can predict the in-air output with an accuracy of about 0.1% for small field sizes

(less than 15x15 cm 2). For larger field sizes, the model always underestimates the

relative in-air output. For jaws at the recommended positions, the underestimation

is less than 0.3%. However, if both jaws are fully open, the underestimation can be

0.9%.

The slightly decreased accuracy for some MLC-defined fields was expected. The

model was commissioned for jaw-defined fields, and only accounts for major effects.

Some minor effects, such as MLC leaf end scatter, MLC inter-leaf transmission and

scatter, and jaw transmission and scatter, may play a role in beam output calcu-

lations for large fields defined by an MLC. The influence of electron contamination

was studied. We measured the 6 MV data again using the 15 MV buildup cap and

found no difference. It implies that the 6 MV buildup cap was able to screen all
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contaminant electrons. The influence of leaf carriage position was also investigated.

By retracting one pair of the most outside leaves (1A and 113), we were able to keep

both carriages at the same places while the size of the MLC-defined field was varied.

No effect was found for leaf carriages. The reason for the underestimation of beam

output for large MLC-defined fields is not clear. Our future work will investigate the

scatter and leakage from the MLC in the model.

When the calculation point is at about 7 cm off-axis distance, the model under-

estimates the relative in-air output (less than 0.7%) for jaws at the recommended

positions. If jaws are widely open, the average underestimation is about the same

but the maximum is about 1.7% for the smallest field (2x2 cm 2 ) . At the off-axis

position we always underestimate the in-air output. The reason might be that the

horn factor (Fh,,,) used is smaller than its real value.

For static fields defined by the MLC with jaws at the recommended positions, the

in-air output can be predicted using our model to within about 0.2 - 0.3% accuracy.

For IMRT fields, since the jaws are usually fixed at the recommended positions for

the largest MLC opening while the MLC leaves sweep across the field, the accuracy

of the calculated beam output might be slightly worse but still within 1%. Therefore,

the model can be used to predict the beam output not only for static irregular fields

shaped with blocks or MLCs, but also for IMRT fields delivered using dynamic jaws

or MLCs.

The model can be incorporated into a dose calculation algorithm, such as a pencil

beam algorithm or the Monte Carlo method, to calculate the dose in beam penumbra

regions more accurately. This would be very useful for IMRT dose calculation since

a large amount of penumbra dose is accumulated in the field.
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5 CONCLUSION

A simple and accurate model for both extrafocal source and monitor chamber backscat-

ter has been developed and investigated. We have demonstrated that the relative in-

tensity distribution of the extrafocal radiation can be modeled accurately using a se-

ries of Gaussian functions. Both extrafocal source and monitor chamber backscatter

can be determined simultaneously using conventional measured data, i.e., S, values

at the isocenter for square and rectangular fields defined by photon jaws. The model

can be used to predict accurately the relative in-air outputs analytically. By in-

cluding the model in a dose algorithm, the penumbra dose will be calculated more

accurately than using a point source. The model will be very useful for monitor unit

and dose distribution calculations in IMRT.
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Table 1: The best-fit parameters in the extrafocal source and monitor chamber

backscatter models for 6 and 15 MV photon beams from a Varian Clinac 2300C/D

accelerator.

Beam A 1  A 2  A3  91 U 2  "3 a

6 MV 0.332e-1 0.517e-1 0.320e-1 0.650e+O 0.133e+1 0.452e+1 0.140e-1 0.181e-4

15 MV 0.192e-1 0.314e-1 0.264e-1 0.671e+O 0.100e+1 0.421e+1 0.185e-1 0.522e-5
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Figure 2: The comparison between the fitted and measured in-air output factors for

6 MV and 15 MV beams and for three sets of fields: (1) square fields with field

sizes from 4 x4 cm 2 to 40 x40 cm 2 , (2) rectangular fields with the X jaws at a fixed

opening of 10 cm and the Y jaws moving from 4 cm to 40 cm, and (3) rectangular

fields with the Y jaws at a fixed opening of 10 cm and the X jaws moving from 4 cm
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Abstract

A hybrid approach for commissioning electron beam Monte Carlo treat-

ment planning systems has been studied. The approach is based on the as-

sumption that accelerators of the same type have very similar electron beam

characteristics and the major difference comes from the on-site tuning of the

electron incident energy at the exit window. For one type of accelerator, a ref-

erence machine can be selected and simulated with the Monte Carlo method.

A multiple source model can be built on the full Monte Carlo simulation of the

reference beam. When commissioning electron beams from other accelerators

of the same type, the energy spectra in the source model are tuned to match

the measured dose distributions. A Varian Clinac 2100C accelerator was cho-

sen as the reference machine and a four-source beam model was established

based on the Monte Carlo simulations. This simplified beam model can be

used to generate Monte Carlo dose distributions accurately (within 2%/2 mm

compared to those calculated with full phase space data) for electron beams

from the reference machine with various nominal energies, applicator sizes, and

SSDs. Three electron beams were commissioned by adjusting the energy spec-

tra in the source model. The dose distributions calculated with the adjusted

source model were compared with the dose distributions calculated using the

phase space data for these beams. The agreement is within 1% in most of

cases and 2% in all situations. This preliminary study has shown the capabil-

ity of the commissioning approach for handling large variation in the electron

incident energy. The possibility of making the approach more versatile is also

discussed.

Keywords: Electron beam Treatment planning

Monte Carlo simulation Beam Commissioning

Source Modeling
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1 Introduction

Electron beam radiation therapy is used extensively to treat head and neck cancers to

avoid the irradiation of the spinal cord, and to treat chest walls to limit the irradiated

volume of lung. The currently available commercial systems for electron treatment

planning mostly utilize the Hogstrom algorithm as the dose calculation engine[1],

which is based on Fermi-Eyges theory[2, 3]. Due to the inappropriate treatment of

electron transport in inhomogeneous phantoms, large discrepancies (10% or more) in

the dose distributions have been observed between the current analytical algorithms

and measurements or Monte Carlo simulations in some clinical situations where

the treatment volumes encompass air cavities and bone[4, 5, 6, 7]. Accurate dose

calculation is an important factor for the wide-spread clinical use of electron therapy

and the development of new electron therapy techniques, such as electron beam or

mixed electron/photon beam intensity modulated therapy, which are expected to

improve the conformality of the delivered dose distribution to the target volume for

some disease sites[8, 9, 10].

The Monte Carlo method is generally considered to be the most accurate ap-

proach for electron dose calculation under all circumstances [11, 12, 13, 14, 15, 16].

In particular, Monte Carlo simulation can handle electron multiple scattering in

the presence of inhomogeneities (such as bone and air cavity) much more accu-

rately than any existing analytical dose models. The necessity of accurate electron

dose calculation has motivated many efforts to develop Monte Carlo electron beam

treatment planning systems[6, 7, 17, 18, 19, 20, 21, 22]. Due to the rapid develop-

ment of computer technology and the employment of innovative variance reduction

techniques, it is expected that treatment planning systems utilizing a Monte Carlo

dose engine will begin to serve in routine clinical practice in the next few years

[6, 7, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29].
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The commissioning procedure for a Monte Carlo treatment planning system can

be different from that for a conventional planning system, since it requires more de-

tailed and accurate clinical beam data[22]. For example, the phase space information

(position, direction and energy) is needed to represent particles coming out of the

accelerator treatment head. This information is extremely difficult, if not impossible,

to acquire experimentally, mainly due to the very high intensity of the therapeutic

electron beam[30]. Some researchers tried to extract the phase space information

from the a limited set of measured dose data (such as depth dose curves and dose

profiles) by using a simple beam model[31]. Although the approach may have great

potential, at least currently it uses many approximations and the accuracy of the

reconstructed phase space cannot be guaranteed. The only method to obtain the

accurate electron beam phase space information is to simulate the accelerator treat-

ment head using the Monte Carlo method[32, 33, 34]. An EGS4 Monte Carlo user

code, OMEGA BEAM, was developed specifically for this purpose [34]. Using the

BEAM code, the accelerator treatment head and electron applicator can be simu-

lated to yield a data file containing the phase space information for tens of millions

of particles exiting the treatment head. The phase space data can then be used as

input to calculate dose distributions in a patient's CT phantom[34].

However, direct simulation of the accelerator treatment head using the Monte

Carlo method is not a viable commissioning approach for Monte Carlo treatment

planning. The beam characteristics are usually different due to variation in accel-

erator designs and on-site beam tuning. The simulated electron beam phase space

for one accelerator may not be used directly for another. It is necessary to sim-

ulate each accelerator individually to obtain the phase space information. This

fact presents three problems for the clinical acceptance of Monte Carlo treatment

planning systems. First, the simulation of the accelerator treatment head for every

energy/ applicator combination takes much more time than the commissioning of a
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conventional electron planning system. As estimated by Faddegon et al[22], even for

users with Monte Carlo simulation experience, it takes about 2 months of CPU time

to generate a complete set of beam data for a single accelerator. Second, the storage

of the phase space information requires a lot of computer disk space. For each en-

ergy/applicator combination, a phase space file is usually pre-calculated and stored

in the treatment planning computer. For accurate treatment planning, a phase space

file occupies hundreds of megabytes of disk space. This is certainly a substantial bur-

den for the computer resources at most clinical centers. Third, the generation and

quality assurance of the phase space data files by simulating the treatment head

requires Monte Carlo simulation experience. Therefore, it is a prohibitive task for

general users to perform Monte Carlo simulations for their own accelerators.

In this paper, a hybrid approach for commissioning electron beam Monte Carlo

treatment planning systems is proposed. This method combines the advantages of

the full Monte Carlo simulation and the method of Janssen et al [31]. It is based

on the assumption that accelerators of the same type have very similar electron

beam characteristics and the major difference is the electron incident energy at the

exit window due to beam tuning during linac acceptance. By simulating a reference

accelerator for a particular type of accelerator using the Monte Carlo BEAM code[34],

a beam model is constructed using the resultant phase space information. The

beam model is a simplified implementation of a previously developed multiple source

model which can compress the Monte Carlo phase space data by a factor of 1000

or more[35, 36, 37]. When commissioning another accelerator of the same type, the

energy spectra in the beam model are tuned to match standard measured data such

as depth doses and dose profiles. Using this approach, we do not have to simulate

every accelerator individually. Only one reference accelerator needs to be simulated

for a type of accelerator, and this can be done carefully by someone with Monte Carlo

expertise. In this paper, a Varian Clinac 2100C accelerator is chosen as the reference
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machine. The machine is simulated using the BEAM code[34] and a four-source

beam model is established based on the simulated beam phase space information.

The accuracy of the Monte Carlo dose distributions calculated with the model is

verified. Then, the model based on the reference beam is used to commission three

other electron beams. Two beams are also from the reference machine but with

incident energies significantly different from that of the reference beam. The third

beam is from another Clinac 2100C machine at a different institution [38]. The

validity of the proposed commissioning approach is demonstrated by commissioning

these three beams.
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2 Methods and Material

2.1 Beam Modeling

2.1.1 General considerations

Beam modeling is the first step in our hybrid commissioning procedure for a Monte

Carlo treatment planning system. A beam model for a type of accelerator is estab-

lished using the Monte Carlo simulated phase space information for the reference

beam. The beam data is modeled using the multiple source model developed by Ma

et al[35, 36, 37], which is modified in the current work for use in the commissioning

procedure. The major modifications of the model are discussed here.

The multiple source model is based on the observation that particles from dif-

ferent components of an accelerator have significantly different energy, angular and

spatial distributions while the particles from the same component have very similar

characteristics [35, 36, 37]. Therefore, the particles from different components of an

accelerator can be treated as they are from different sub-sources. Each sub-source

represents a critical component in the treatment head and its geometrical dimensions

are determined by the component dimensions. Each sub-source has its own energy

spectrum and planar fluence distribution derived from the simulated phase space

data. When the model is used for dose calculation, the incident energy and position

of a particle are sampled from the corresponding stored energy spectrum and planar

fluence distribution. The incident direction of the particle is reconstructed by sam-

pling the position of the particle on the sub-source and on the phantom surface. The

correlation between the particle position and incident angle is naturally retained.

A primary reason to develop the multiple source model was to find a con-

cise way to replace the huge phase space data files generated from Monte Carlo

simulations[35, 36]. The emphasis of the current work is to develop a clinically prac-
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tical. commissioning procedure for Monte Carlo treatment planning. The multiple

source model is simplified to make the commissioning procedure as simple as pos-

sible while trying to maintaining dose calculation accuracy under all circumstances

of clinical relevance. The number of sub-sources in the model is minimized and

only those sub-sources of dosimetric significance are retained. The dependence of

the model on the detailed information of accelerators is reduced. Sub-sources are

represented by dimensionless geometric objects, such as points and lines, instead of

the actual geometrical shapes and sizes of the treatment head components as used

previously[35, 36].

Ma et al established their multiple source model from the Monte Carlo simulated

phase space data on the patient surface (at 100 cm SSD) and the last scraper of

the electron applicator was included in the model as a sub-source[35, 36]. In this

work, the treatment head is simulated using the BEAM code down to just above

the last scraper of the electron applicator[34], where the patient specific cutout is

inserted. The last scraper, as well as the field-defining cutout, are simulated together

with the patient CT phantom when performing Monte Carlo treatment planning

dose calculations. The advantage of this method is that the beam model is patient

independent. However, this approach, compared to that of Ma et al[35, 36], requires

more careful beam modeling since an air gap between the last scraper and patient

surface is not included in the original BEAM simulation.

In the present paper, the beam modeling approach is applied to a Varian Clinac

2100C machine at Stanford Medical Center, which is chosen as the reference machine

to build beam models. At first, a very detailed model for each beam is used as the

starting point. All the critical components of the treatment head are modeled as

sub-sources. With this model, the phase space information of the electron beam can

be precisely reconstructed and the dose distribution in a water phantom can be accu-

rately calculated. Then, the number of sub-sources is gradually reduced while main-
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tamning the accuracy in dose distribution calculation. We find that a point electron

source with the energy spectrum obtained from the Monte Carlo simulation is able

to give a reasonably accurate depth-dose curve, which is consistent with the previous

observation [36]. By adding another point photon source, the bremsstrahlung tail in

the depth dose distribution can be reproduced accurately. However, it is found that

the penumbra at the phantom surface generated with this two point source model

is sharper compared to that generated with the full phase space data. In order to

get the dose profiles correct, we find that, in addition to the two point sources, two

square ring electron sources (which emit electrons isotropically) are needed to repre-

sent electrons scattered from the applicator scrapers. (The term square ring is used

here to represent the edge of a square.) Therefore, the beam model should include

four sub-sources: a point electron source for direct electrons (which do not interact

with the beam defining system) and electrons scattered from the primary collimator,

movable jaws and shieldings, a point photon source for all contaminant photons, and

two square ring electron sources for electrons scattered from the first two scrapers

of the electron applicator (the third also last scraper is not included in the model).

As described previously, beam modeling consists of two steps, namely, beam

representation and beam reconstruction [35, 36]. In beam representation, parameters

in the model are extracted from the simulated phase space file. In the current

simplified model, these parameters include the positions and relative intensities of

the sub-sources, the energy spectra for particles inside and outside the field for each

sub-source, and the planar fluence distributions on the scoring plane (directly above

the last scraper) for each sub-source. Beam reconstruction is performed when using

the model for dose calculations. The phase space information for each particle,

including the energy, position and direction, is reconstructed from the scored source

parameters.
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2.1.2 Beam representation

The positions of the virtual electron and photon point sources can be determined

using a method described in ref. [36], which is analogous to the pin-hole method[39].

A thin annular aperture is selected on the scoring plane and phase space particles

are allowed to pass through the aperture and form an image at a distance below the

scoring plane. Ray-lines drawn through the center of the aperture and the peak of

the aperture image form a virtual focal spot, which is adopted as the position of

the point source. This pin-hole method is very effective for the photon point source.

However, we find that for electrons, this method is only applicable to high energy

beams. For lower energy beams, e.g., 6 MeV, the virtual SSD determined with this

method is greatly overestimated and dependent on the radius of the thin annular

aperture on the scoring plane. This is due to the fact that the in-air multiple scat-

tering of low energy electrons is significant. To overcome this problem we performed

another Monte Carlo simulation of the accelerator treatment head by replacing the

intervening air with vacuum. Then, based on the new phase space data, this pin-hole

method can be used to generate the correct position for the virtual electron point

source, which is independent of the sampling radius. The effect of in-air multiple

scattering is taken into account during beam reconstruction by adding a perturbation

to the electron incident direction, as discussed later.

Two square ring sources of electrons are located at the corresponding positions of

the two applicator scrapers. The sides of the square rings correspond to the actual

openings of the scrapers.

The energy spectrum for each sub-source is derived from the simulated phase

space data. It was found that the mean energy of the electrons is relatively uniform

inside the field as well as outside the field. The change of mean energy with the

distance from the central axis is more like a step function[36]. Therefore, in the
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current model, each sub-source has two different energy spectra, one for electrons

inside and the other for electrons outside the treatment field. Parameters stored in

the model are the minimum and maximum energies, number of energy bins as well

as the relative fluence for each energy bin. The minimum and maximum energies

correspond to the cutoff energies (ECUT or PCUT) and the incident energy used

in the accelerator simulation. The number of bins is determined by the desired

resolution. For example, if we want the uncertainty in the calculated depth of 50%

dose , R 50 , to be less than 1%, the uncertainty in the peak position of the energy

spectrum should be within 1% and therefore the bin width should be smaller than

1% of the peak energy. For the 12 MeV beam, we used 128 bins and then the bin

width is less than 0.1 MeV. This bin width is also found to be small enough to

represent the peak width of the energy spectrum, which has a significant effect on

the slope of the depth dose fall-off.

The planar fluence distribution for each sub-source is also derived from the simu-

lated phase space data and recorded on the scoring plane using a grid scheme. Within

each pixel of the grid, the planar fluence is assumed to be uniform. The dimension

of a pixel is dependent on field size, usually from 1 to 3 mm. Parameters used to

represent the planar fluence distribution include the treatment field dimension, the

number of pixels and the relative intensity of each pixel, for each sub-source. It has

been found that in general, the mean energy varied from position to position in the

treatment field by less than 10% for a given sub-source[36]. Thus, it is reasonable to

store and then sample the particle energy and position independently.

The angular distributions are not scored explicitly. They are reconstructed during

the dose calculation, as described in the next section.

Finally, the simulated phase space information is represented with a set of pa-

rameters for each sub-source. The resultant source parameter file is much smaller

(about 100 kilobytes) than the original phase space file (> 100 megabytes).
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2.1.3 Beam reconstruction

When performing dose calculation in a patient's CT phantom, the source parameter

file is used to reconstruct the phase space information (energy, position and direction)

of every incident particle. The beam reconstruction process consists of the following

steps:

1. Determine from which particular sub-source a particle originates by sampling

from the relative source intensity of each sub-source.

2. Determine the position on the sub-source (excluding point sources) where the

particle is emitted.

3. Sample the particle position on the scoring plane from the fluence pattern for

the sub-source.

4. Sample the particle energy from the energy spectrum for the given sub-source

based on the particle position (inside or outside the treatment field).

5. Determine the particle incident angle by connecting the position on the sub-

source from where the particle is emitted and the position of the particle on

the scoring plane.

6. Add in-air perturbation on the particle direction if it is an electron.

The sampling from the relative source intensity distribution is done by a table-

look-up method[351. All the sub-sources are in turn numbered from 1 to N (here

N =4 for accelerators with designs similar to the Varian Clinac 2100C machine) and

the relative intensity of the i-th sub-source is pi ( 1,t = , N). The accumulative

source intensity for the i-th sub-source, Pi( p1 ), is multiplied by a large integer

M. The value of M is determined according to the desired sampling precision of

the relative source intensity. For example, M =1000 corresponds to the precision
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of 0.1% in sampling from the relative source intensity distribution. Then, a one

dimensional array of M elements is prepared by assigning value i to array elements

from INT(MPi-1 ) to INT(MP,), where the operator INT returns the integer part

of a real number. During the beam reconstruction, a random integer number K

between 1 and M is generated and the value of the K-th array element is the sub-

source number where the particle is emitted. Such a table-look-up method is of very

high sampling speed and efficiency. Its speed is also independent of the number of

sub-sources. The sampling precision is usually adequate as long as an large enough

array is used.

According to the energy spectra on the scoring plane, the bin number in which the

particle energy falls is also sampled using the table-look-up method. An additional

uniform sampling is done within the given energy bin to make the particle energy

continuous.

The same table-look-up method is also used to sample the pixel number corre-

sponding to a particle position on the scoring plane. Another sampling is performed

uniformly to determine the particle's coordinates within the chosen pixel.

For the point sources, the incident angle of the particle is determined by con-

structing a ray line from the point source to the position of the particle on the scoring

plane. For the square ring electron sources, we need to determine where the electron

comes from on the ring. This is done in two steps. First, we determine from which

edge of the square ring the electron is emitted. Second, we determine from where on

the chosen edge the electron comes.

As illustrated in figure 1, a square ring of size a x a is located above the scoring

plane at a distance d. We assume that the square ring edge emits electrons uniformly

and isotropically. Under this approximation, the probability for an electron on the

scoring plane to come from a point on the ring is proportional to the inverse square

of the distance between the points on the ring and plane. This approximation greatly
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simplifies the sampling process. It is found that the angular distribution of the scat-

tered electrons reconstructed based on the fluence distribution on the scoring plane

and the emitting position on the square ring source is reasonably accurate, although

electrons scattered from the applicator scraper mainly correspond to electrons in-

cident on the vertical face of the scraper and are dominantly forward directed[40].

Furthermore, the dose profile at the patient surface is greatly influenced by electrons

scattered from the last scraper or cutouts, which are not included in the source model

but will be accurately simulated with the patient CT phantom.

For an electron at position (x0 , yo) on the scoring plane (see figure 1), the prob-

ability for it to have come from the i-th edge is given as

Pi(x0'YO) "- -I [arctan xo + a/2 arctan (xo -a/2 for iZ 1,2 (1)

p~x,y 1- [acn (yo0+a/2)• ( -a2)
hPe(xr yo) e I.arctan yo + arctan yo - a/2 for i =3,4 (2)

where

C1 = V(yo ( a/2) 2 •- d2  (3)

C2 = /(yo- a/2)ý2 +ý (4)

C 3 = Vz(xo (+- a/2)2  d2  (5)

C 4 = /(xo-a/2)2 + d2  (6)

Using the probabilities given above, the edge from which the electron has come can

be sampled. Then, the position (x,y) on the chosen edge is further sampled. For

edges 1 and 2,

X= - -Ci.tan [(1-).arctan (xo +a/2+ - !arctan xo7-a/2)

z= 1, 2 (7)

-a/2 for i = 1
Y (8)

Y a/2 for i 2
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and for edges 3 and 4,

-a/2 for i = 3
x = (9)

I a/2 for i = 4

Y = YO-Ci'tan [(1 )'arctan 0yo+a/2 + arctan y -_a/2J

i=3,4 (10)

where 6 is a random number uniformly distributed from 0 to 1.

After the electron position on the square ring is determined, the connection of this

position to the position on the scoring plane gives the electron's incident direction,

which needs to be additionally perturbed to address the in-air multiple scattering.

In a previous implementation of this model, the effect of electron multiple scat-

tering in air as well as other materials on its path to the scoring plane was taken

into account by sampling the electron perturbation angle from a Monte Carlo simu-

lated angular distribution[36]. This angular distribution was stored while performing

the Monte Carlo simulation for the accelerator and only included electrons falling

into a small region (e.g., of 1 cm radius) around beam central axis. In the current

work, the effect of in-air multiple scattering is considered more accurately using the

Fermi-Eyges theory[2, 3]. The effect of other materials is considered by adding a

parameter to the standard deviation of the angular distribution. The Fermi-Eyges

theory is a well-known small-angle theory and can predict the multiple scattering ef-

fect of megavoltage electrons in air or other heavier materials as long as the electron

effective pathlengths are small[41, 42].

Assume that an electron initially travels along the z axis. According to the

Fermi-Eyges theory, the distributions for the projections of the polar angle, 0, on

the x - z plane, Ox and on the y - z plane, 0y, are both Gaussian after electrons

15



travel a distance, and are given as[3, 42]

f~ox - v•0xexp 2X

fIO2) exp (12)f (0y)= 20 e cp -24--

where a•, and ur, are the standard deviations for each Gaussian distribution, respec-

tively. In a homogeneous material, and without the presence of an electromagnetic

field, both standard deviations should be the same, so we let a = c ao = C0o. Under

the small angle approximation

o2 = o+ (13)

therefore the polar angle 0 obeys a radial Gaussian distribution while the azimuthal

angle 4 is uniformly distributed in [0, 27r]. Hence the sampling method for these two

angles is given as following

0 = UV -2In 1  (14)

S= 27 2  (15)

where ýj and 62 are random numbers uniformly distributed in [0, 1].

According to the Fermi-Eyges theory, c7 can be calculated as[3, 42]

C72 = Ao- A2/A 2  (16)

where

Ai=-j K(1-t)'dt, i =0,1,2 (17)

Here, K is the electron linear scattering power and I is the distance at which electrons

travel. The electron linear scattering power can be fitted well using a simple formula

proposed by Werner et al[43].

K(E) = 1E-8)
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Using this formula we fitted the linear scattering power data in air supplied by ICRU

Report 35[441 and found that a =3.329 x l0'radian 2 /cm and 0 = 1.638. E is the

electron energy in MeV and sampled from the energy spectrum at the scoring plane.

The energy loss of electrons in air is usually very small and can be ignored when they

travel from the virtual source to the scoring plane. The mean energy loss of 6 MeV

electrons after traveling 100 cm in air is about 4% of its initial energy (estimated

using the stopping power) and it is about 2% for 20 MeV electrons. Therefore a can

be given as

a 2  -K(E)l (19)
8

which is a function of electron energy and the distance between the virtual source and

the position on scoring plane. During beam reconstruction, according to the sampled

electron energy, positions on the scoring plane and on the virtual source, or can be

calculated. Then using eqs.(14) and (15) 0 and 0 are sampled and a perturbation is

added to the electron's incident direction.

The perturbation caused by in-air multiple scattering can be directly calculated

using eq.(19) for electrons from the squaring ring sources. For direct electrons, there

are other accelerator components in their paths from the virtual point source to the

scoring plane in addition to the intervening air, snch as the exit window, scattering

foil, monitor chamber, mirror and protection window. The effect of these materials

on electron angular distribution has been mainly included in the determination of

the virtual electron point source position. We also need to take into account the

angular perturbation caused by these materials. If we know precisely the material

and thickness of these parts, we can calculate their effect on a, as done by Keall and

Hoban[41]. However, it is usually difficult for users to know this information about

their accelerator when commissioning a Monte Carlo treatment planning system.

Therefore, we introduce a factor k to account for the effect of these materials. For
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direct electrons, T is then given as

C2  -K(E)lk (20)
8

The factor k is determined by fitting the angular distribution calculated using Fermi-

Eyes theory to that simulated with the Monte Carlo method for direct electrons. The

introduction of k factor provides a potentially tunable parameter in the source model.

2.1.4 Model verification

The four-source model is verified dosimetrically by comparing the dose distributions

in a water phantom calculated using the model with those calculated using the full

phase space data. Dose distributions are calculated for various combinations of three

electron energies (6, 12, and 20 MeV), three applicator sizes (6x6, lOxlO, and 20x20

cm 2), and two SSDs (100 cm and 120 cm).

The measurement of electron beam applicator factors (defined as the ratio of the

open field dose in water at dmax for a given applicator to that of the reference appli-

cator, typically the 10 x 10 or 15 x 15 cm 2, for the same beam energy) is done during

accelerator commissioning for all energy/cone combinations. Therefore, the applica-

tor factors will be supplied by the user when performing the model commissioning.

Cutout factors (defined as the ratio of the dose in water at dmax for a blocked field to

that of the open field for the same applicator and beam energy) are patient specific

and not always easy to measure accurately for all clinical situations. Therefore, the

model should be able to calculate cutout factors. To demonstrate this, we compare

the model calculated cutout factors with those measured and calculated by Kapur

et al using a full Monte Carlo simulation[45].
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2.2 Beam Commissioning

The four-source model which is built using a Varian Clinac 2100C accelerator as

the reference machine can be used to reconstruct electron beams from other Clinac

2100C accelerators by tuning the energy spectra in the model.

For accelerators with exactly the same design, the major different is the electron

incident energy due to the on-site tuning to suit the user. This energy approximately

corresponds to the maximum energy of all the stored energy spectra in the source

model. It is found that the energy spectra for all sub-sources are very similar for

different accelerators of the same type. When the incident energy is changed, the

energy spectra can be approximated as stretched or compressed along the energy

axis accordingly. The depth dose curve is very sensitive to the electron incident

energy and therefore used to adjust the maximum energy, Emax,,, in the model. The

relationship between the incident energy, Ej, and R 5 0 has been studied by simulating

the reference accelerator using a l0xlO cm 2 cone and 100 cm SSD with various

incident energies. Then, the variation of Ei, as a function of the variation of R 50 is

established for this type of accelerator. This relationship is used as a guide to tune

the maximum energy in the model to commission a clinical beam.

The proposed commissioning approach can be summarized as follows:

1. Chose an accelerator as the reference machine for all other accelerators of the

same design, and carefully perform full Monte Carlo simulations for the electron

beams of various nominal energies from the reference machine with l0 x 10 cm 2

applicator.

2. Build the source models for the simulated beams based on the Monte Carlo

phase space data, perform Monte Carlo dose calculation in water for 100 cm

SSD , and record the maximum energy, E$?n'aZ4f, in the model and the R(Jef) value

for each beam.
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3. For the beam to be commissioned, find the R50 value of the measured depth

curve in water for 10x10 cm2 applicator and 100 cm SSD.

4. Select the reference beam which has the same or closest nominal energy as the
commissioning beam. Let i = 0, Em( - E(-rf) •n () - Rxo5f).

5. Calculate AR( (i) R() R- R(7ea). If AR(') < c, where 6 is the pre-set conver-

gence tolerance, stop iteration and use E(i)ax as the maximum energy in the

source model for the commissioning beam; otherwise, go to the next step.

6. According to the relationship between AEi, and LR50 , calculate AE(') using
AR() and then calculate E(+) 1 - E(i) - AE(').

7. Calculate the dose distribution using the source model with Em(,+ 1 ) and find the

corresponding Ri(+1)

8. Let i <- i + 1; go back to step 5.

The first two steps only need to be do once for all accelerators of the same design.

The convergence tolerance, c, is set by the user, usually according to the estimated

measurement error in R50. For example, c 1 mm is good enough in most clinical

situations. The iteration process converges very fast, usually only two or three

iterations are needed even for c much smaller than 1 mm.

The commissioning approach has been applied to three electron beams, A, B, and

C. The reference beam is the same for all three beams, which is from the reference

Clinac 2100C accelerator with Ein = 12.0 MeV. Beam A and beam B are also from

the reference machine but with Ei, as 9.0 MeV and 15.0 MeV, respectively. These

two beams are used to mimic two clinical beams of the same nominal energy as

the reference beam but with significantly different incident energies. Of course, in

reality, the electron incident energy will not be tuned so much (±3 MeV). These two

beams are used as extreme cases to test the commissioning approach. Beam C is a 9

20



MeV electron beam from another Clinac 2100C accelerator. The dose distributions

for beam C are taken from the published data [38].
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3 Results and Discussion

Figure 2 shows the effects of intervening air and sampling radius on the electron and

photon virtual SSD determined with the pin-hole method for 6 MeV and 20 MeV

beams. It can be seen that for photons and high energy electrons (20 MeV) effects

of intervening air and sampling radius on the positions of virtual point sources are

negligible. However, for low energy electrons (6 MeV), these effects are significant.

Therefore, to obtain the accurate virtual electron point source position for low energy

beams, the phase space simulated without intervening air should be used.

Figure 3 shows the comparison between the angular distributions for direct elec-

trons in 6, 12 and 20 MeV beams calculated with the Fermi-Eyges theory and the

Monte Carlo method. We can see that, in general, the fitted angular distributions

based on the Fermi-Eyges theory match well with those calculated with the Monte

Carlo simulation. We also notice that, at large angles the Fermi-Eyges theory slightly

underestimates electron fluence due to the fact that it is a small-angle theory. We

found that the small discrepancy does not have any significant effect on the final

dose distributions. Therefore, the Fermi-Eyges theory with the fitted k factor can

be used to account for the angular perturbations of electrons on their way from the

source to the scoring plane.

The four-source model was tested by comparing the dose distributions calculated

by the model with those calculated by full phase space data for various combinations

of three electron energies (6, 12, and 20 MeV), three applicator sizes (6x6, 10x10,

and 20x20 cm 2), and two SSDs (100 cm and 120 cm). For all the cases tested, the

agreement of 1-2%/1-2 mm has been achieved. Figure 4 shows the comparison

for a 12 MeV beam with a 10x10 cm2 cone at 100 cm SSD. Figure 5 gives the

depth dose curves and dose profiles for 20 MeV beam with 6x6 cm 2 cone at 120

cm SSD, calculated with both the source model and full phase space data. All the
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curves in figures 4 and 5 are normalized to the doses at dma,. The Monte Carlo

uncertainty is always less than 0.5% and therefore not shown on the curves. In

both figures the agreement between the full Monte Carlo simulations and the source

model calculations is better than 1%/i mm. Keep in mind that 20 cm air gap

is rarely used in actual clinical situations. Therefore, we have demonstrated that

the simplified four-source model can be used for accurate dose calculations even for

extreme cases (such as very large extended SSDs).

The capability of the model for calculating the relative beam output was also

tested. Table 1 shows cutout factors for various square inserts in a lOX 10 cm 2 ap-

plicator for 6, 12 and 20 MeV electron beams. It is found that the cutout factors

calculated with the four-source model are within about ±2% compared to the mea-

sured values except for one case where we see 2.5% difference. This is at about

the same accuracy level as the full Monte Carlo simulation and considered to be

acceptable for clinical use.

The relationship between Ei, and R5 0 for the reference accelerator with a l0 x 10

cm 2 cone and 100 cm SSD is shown in figure 6. A linear relationship was found and

fitted as

-i, 2-597R 50 + 0.633 (21)

It gives the relationship between the variation in the incident energy and the variation

in R50 as

LEj, 2.597 L R5 0  (22)

Eq. (22) is used for tuning the maximum energy in the source model to match the

measured depth dose curves when commissioning a clinical beam.

Figure 7 shows the dose distributions for the reference beam, beam A, and beam

B with the applicator size of 10x10 cm 2 and SSD of 100 cm. All the curves are

23



normalized to the dose at da,. The statistical uncertainty (lo-) in all the Monte

Carlo dose calculations was kept to be smaller than 0.5%, therefore, the error bars

are smaller than the symbol size and not shown on the curves. The maximum energy

in the source model was adjusted to 8.87 MeV to match the dose distributions of the

beam A (Ei,= 9.0 MeV) and to 15.17 MeV to match the dose distributions of the

beam B (Ei,= 15.0 MeV). The difference between the depth dose curves calculated

by the adjusted models and the full Monte Carlo simulation is always less than 0.5%

for both beam A and beam B. For dose profiles, the difference is usually less than

1% except that in the shoulder region for beam B the difference is about 2%.

Figure 8 shows the dose distributions for the reference beam and beam C with the

applicator size of 10 x 10 cm 2 and SSD of 100 cm. Again, the curves are normalized to

the dose at dmax and the Monte Carlo uncertainty is lower than 0.5%. In this case,

the maximum energy in the source model was adjusted to 11.25 MeV. The dose

distributions calculated by the source model with the adjusted maximum energy

agree very well (1%/1 mm) with the published data [38].

Table 2 gives Eir, and R 5 0 for the reference and Monte Carlo simulated beams,

and Emax and R 5 0 for the adjusted source models. For the reference beam, Emax

was directly obtained from the full Monte Carlo simulation. For beam C, E-,i is

unknown. In this study, we set c = 0.01 cm. Therefore, the R5 0's calculated using

the adjusted source model match with the full Monte Carlo simulation to within

0.01 cm. Of course, we will not use such a small c in real clinical applications since

it is much smaller than the measurement uncertainty in R50. Here, we just want to

demonstrate the capability of the method to reproduce R50 accurately.

We have applied the commissioning approach to electron beams from a Clinac

2300C/D accelerator in our institution. The reference machine is still the same

Clinac 2100C accelerator. These two machines are sufficiently similar to each other

in treatment head geometry. Their dosimetric characteristics are very close to each
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other due to the beam tuning during linac acceptance. Therefore, it is not surprising

to see that the dose distributions calculated with the adjusted source model agree

well (within 1-2% or 1~-'2 mm) with the measured data.

These preliminary results have shown that the proposed hybrid commissioning

approach can be used for accelerators of the same design to account for the dosimetric

variations mainly caused by the on-site tuning of the electron incident energy. The

capability of the approach to handle large variation in the electron incident energy

has been demonstrated. It is believed that for most clinical accelerators of the same

type, their treatment head designs are exactly the same or at least very similar,

therefore the dosimetric difference can usually be traced back to the difference in the

electron incident energy. Therefore, the current approach should be applicable in

most clinical situations. In the future work, the method will be be evaluated under

more critical conditions, such as small field sizes, extended SSD, and heterogeneous

phantoms.

The general idea proposed here should also work for other types of accelerators,

although we have selected the Varian Clinac 2100C accelerators in the current study.

For each type of accelerator, a reference machine should be carefully simulated using

the Monte Carlo method. A source model, which may consist of a different number

of sub-sources, can be established based on the simulated data. Then, the maxi-

mum energy in the model can be adjusted to commission electron beams from other

accelerators of the same type.

In some situations, the proposed commissioning approach may not be directly ap-

plicable. For example, the measured dose distributions used for commissioning more

or less contain measurement errors, depending on the measurement techniques and

the experience of the person who performs the measurements. Since only the maxi-

mum energy is the adjustable parameter in the current source model, our approach

may not be able to exactly match the measured data. Occasionally, an accelerator
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used in the clinic may differ from its original design in addition to the electron in-

cident energy. Some parts in the accelerator treatment head may be replaced with

non-standard ones. In this case, we can always perform a full Monte Carlo sim-

ulation for this unique accelerator and build its own source model. Alternatively,

we can make the present approach more versatile to handle those situations. More

parameters in the source model other than the maximum energy, such as the relative

intensity of each sub-source, the k factor for in-air perturbation for the direct elec-

trons, and the field size, can be adjusted to match the measured dose distributions.

For example, the adjustment of the relative intensity of the photon source will ensure

a good match to the bremsstrahlung tail in the depth dose curve. If some of the ma-

terials in the paths of direct electrons, such as the scattering foil, monitor chamber

or mirror, are different from those used in the reference accelerator, the adjustment

of the k factor can yield a better estimation of the electron angular perturbation.

The adjustment of the field size in the source model should recover the measurement

error in the width of the dose profiles (e.g., errors of the order of about 1 mm are

not rare in a clinical situation). In summary, the introduction of more adjustable

parameters in the source model will make the current commissioning approach more

powerful. This possibility will be investigated in our future study.
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4 Conclusions

A hybrid commissioning approach based on a multiple source model has been pro-

posed for Monte Carlo treatment planning. It has been demonstrated that a sim-

plified four-source model can be used to generate accurate Monte Carlo dose dis-

tributions for electron beams from Varian Clinac 2100C accelerators. The model

includes a point electron source for direct electrons and electrons scattered from pri-

mary collimator and jaws, a point photon source for all contaminant bremsstrahlung

photons, and two square ring electron sources representing electrons scattered from

two scrapers (other than the last scraper) of the Varian electron applicator (type

111). It was found that, the position of the virtual point source can be determined

accurately using the pin-hole method for photons in all cases and electrons in high en-

ergy beams. For low energy beams, we should use the Monte Carlo phase space data

which is obtained by simulating the treatment head with the intervening air replaced

by vacuum. We also found that the in-air perturbation on the electron incident di-

rection can be properly accounted for using the Fermi-Eyges model. The source

model which was built based on the simulated phase space data for the reference

accelerator can be used for other accelerators of the same type, by simply adjusting

the energy spectra in the model. The capability of this commissioning approach for

handling large variation in the electron incident energy has been demonstrated.
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Table 1: The electron cutout factors for various square inserts in 10 x 10 cm2 applica-

tor for 6, 12 and 20 MeV beams calculated with the source model and the full phase

space data and compared with the measurement of Kapur et al[45]. The values in

parenthesis indicate the difference of the data calculated with the source model or

the full phase space from the measured data.

Energy Insert Cutout factor

(MeV) (cm 2) Source model Full phase space Measurement

6 2x2 0.803 (2.5%) 0.765 (-1.3%) 0.778

3x3 0.930 (0.3%) 0.923 (-0.4%) 0.927

4x4 0.970 (-1.8%) 0.982 (-0.6%) 0.988

8x8 1.002 (-0.1%) 1.005 (0.2%) 1.003

12 2x2 0.881 (-0.8%) 0.861 (-2.8%) 0.889

3x3 0.908 (-2.0%) 0.930 (0.2%) 0.928

4x4 0.942 (-2.1%) 0.956 (-0.7%) 0.963

8x8 0.999 (0.8%) 1.002 (1.1%) 0.991

20 2x2 0.963 (-1.1%) 0.957 (-1.9%) 0.976

3x3 0.989 (-0.4%) 0.968 (-2.5%) 0.993

4x4 0.993 (-1.8%) 0.993 (-1.8%) 1.011

8x8 0.999 (-0.5%) 0.993 (-1.1%) 1.004
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Table 2: Some parameters for the full Monte Carlo simulations and the adjusted

source models. Ei, is the electron incident energy at the exit window in the simu-

lation. Emx is the maximum energy in the source model. R 50 is the depth of 50%

dose of the depth dose curve in water for lOx10 cm 2 applicator and 100 cm SSD.

A source model was built based on the full Monte Carlo simulation of the reference

beam. For beams to be commissioned (A, B, and C), Emcx in the model was adjusted

to match the corresponding R 50 from the Monte Carlo simulation.

Beam MC simulation Source model

tested Ei, (MeV) R 50 (cm) Emax (MeV) R 50 (cm)

Reference 12.0 4.397 12.00 4.397

Beam A 9.0 3.197 8.87 3.192

Beam B 15.0 5.622 15.17 5.624

Beam C unknown 4.116 11.25 4.119
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Figure 1: A diagram for illustrating the sampling algorithm from a square ring

source. The origin of the coordinate system is at the center of the square ring.
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Figure 2: Effects of intervening air and sampling radius on virtual SSD (defined here

as the distance from the point source to the scoring plane) for the electron point

source determined with the pin-hole method. (a) 6 MeV; (b) 20 MeV.
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Figure 3: Angular distributions for direct electrons calculated using the Fermi-Eyges

theory and the Monte Carlo method. Beam energies are (a) 6 MeV, (b) 12 MeV and

(c) 20 MeV. The fitted k factor is 1.540 for 6 MeV, 1.501 for 12 MeV and 1.571 for

20 MeV. Each distribution is normalized to have unit area under the curve.
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Figure 4: Dose distributions in water for 12 MeV electron beam with l0×x0 cm 2

applicator at 100 cm SSD, calculated with full phase space data and source model:

(a) depth dose distributions; (b) dose profiles at depths of 2 cm and 5 cm. Curves

are normalized to the dose at dmax.

40



120

100

? - full phase space"80
0 source model

0)

> 60

01)

40

20 (a)

0
0.0 2.0 4.0 6.0 8.0 10.0 12.0 14.0

Depth (cm)

120

100

"2 cm - full phase space

S80 0 source model

(0

.• 60 -- m

40
.60

20 (b)

0
0 1 2 3 4 5 6 7 8

Off-axis distance (cm)

Figure 5: Dose distributions in water for 20 MeV electron beam with 6x6 cm 2

applicator at 120 cm SSD, calculated with full phase space data and source model:

(a) depth dose distributions; (b) dose profiles at depths of 2 cm and 7 cm. Curves

are normalized to the dose at dmaxc.
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Figure 6: The relationship between electron incident energy at accelerator exit win-

dow (Ein) and the depth of 50% dose (R 50 ) for electron beams from the reference

accelerator with 10 x 10 cm2 applicator and 100 cm SSD. Symbols are calculated with

Monte Carlo simulation of the accelerator treatment head. Solid line is the fitted

result with formula Ei, = 2.5977R 50 + 0.633.
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Figure 7: Dose distributions in water for electron beams from the reference accel-

erator with 10x10 cm 2 applicator and at 100 cm SSD. The reference beam has the

electron incident energy of 12.0 MeV. A source model was built based on the Monte

Carlo simulation of the reference beam. The maximum energy of the energy spec-

tra in the model was adjusted to 8.87 MeV to match the beam A (with Ei, = 9.0

MeV) and 15.17 MeV to match the beam B (with Ei, = 15.0 MeV). Lines are dose

distributions from the full Monte Carlo simulations. Symbols are data calculated by

the source model with adjusted maximum energies. All data are normalized to the

doses at d,,x. (a) Depth dose distributions; (b) dose profiles at depths of 2 cm and

3 cm for beam A; (c) dose profiles at depths of 3 cm and 5 cm for beam B.
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Figure 8: Dose distributions in water for electron beams with 10x 10 cm 2 applicator

and at 100 cm SSD. The reference beam (solid line) is from a Clinac 2100C accelerator

with Ei, = 12.0 MeV. The dose distributions for beam C (dashed lines) is taken from

the published data for a 9 MeV beam from another Clinac 2100C accelerator with

type III applicator [38]. A source model built based on the Monte Carlo simulation

of the reference beam is used to match beam C by adjusting the maximum energy

to 11.25 MeV (open circles). All data are normalized to the dose at d,2ax. (a) Depth

dose distributions; (b) dose profiles at depth of 0.1 cm.
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